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Summary

This thesis is concerned with the detection and characterization of acoustical sources

using array signal processing techniques. In particular this work is concerned with deter-

mining the number of sources present, and estimation of the Direction of Arrival (DOA)

of the signals received by the array.

Firstly the problem of DOA estimation using array processing techniques is intro-

duced and the possible applications of DOA estimation are discussed. The model of the

wavefront propagating from the source to the array is recalled.

Chapter 2 provides the mathematical basis for the rest of thethesis. The mathematical

estimation problem is introduced and the di�culties in �ndi ng an optimal estimator for

DOA estimation are discussed.

A uni�ed explanation and review of classical array processing DOA estimation tech-

niques is then given. In particular the application of such techniques to the problem of

estimating the location of wideband sources is discussed. Recent developments in acous-

tical source localisation are then reviewed.

The initial step in any estimation scheme is to determine thenumber of sources present.

This process is called model order determination and classical model order determination

methods are unsuited to situations where the number of snapshots available is small,

however such situations frequently arise, particularly when dealing with non-stationary

sources. Based on the pro�le of the noise eigenvalues of the observed data correlation

matrix as introduced by Grou�aud et. al [1], a novel method ofdetermining the number

of acoustical sources present is presented. The performance of the proposed method is

compared to classical model order determination techniques using both computer simula-

tions and experimental recordings. In particular the e�ectof reverberation is considered.

The proposed method is shown to outperform the classical methods while maintaining

low computational complexity.

As it is not possible to �nd an optimal estimator for the DOA estimation problem,

a sub-optimal estimator must instead be used. The choice of estimator depends on the

characteristics of both the source and environment of the given estimation problem. Three

of the most well known approaches to the DOA estimation problem are subspace-based

estimation, in this case we consider the Multiple Signal Classi�cation(MUSIC) algorithm,

Maximum Likelihood (ML) estimation and Time-Delay Estimation (TDE) using the cross-

correlation method.

The performance of these three approaches are then comparedusing both computer
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simulations and experimental recordings. Analysis of the Mean Square Error (MSE)

of each of the estimators for decreasing SNR shows that all three estimators display a

threshold SNR below which the MSE increases rapidly. This threshold determines the

operational range of the estimators for the given estimation problem and is explained

by examination of the behaviour of the estimators as the SNR is decreased. The e�ect

of reverberation is considered by evaluating the performance of the methods for varying

Useful-to-Detrimental U25 values. Comparison of the results found from each estimator

allows some conclusions to be drawn on the suitability of these estimation approaches for

di�erent localisation problems.

For any given localisation problem it is therefore of great practical importance to know

the best possible performance that can achieved. Such knowledge allows for a decision

to be made on whether or not starting from a given algorithm animprovement can be

made, or whether or not the system performance requirementscan ever be met. It is of

particular importance to establish the threshold SNR value, as this value determines the

operational range.

In this thesis the best performance that can be achieved by anestimator is evaluated

using lower bounds on the Mean Square Error (MSE), allowing for prediction of the op-

erating range of an estimator in a given situation. The best known of these bounds is

the Cram�er-Rao Bound (CRB). Its popularity can be attribut ed to both its simplicity of

calculation and the fact that asymptotically (high SNR and/or large number of samples)

it is reached by the ML estimator. However, the CRB only provides an accurate indica-

tion of achievable performance in the asymptotic (or small-error) region, as it does not

predict the threshold e�ect. The resulting performance characterization may therefore be

misleadingly optimistic.

For this reason the application of the Barankin Bound (BB), which is the greatest

lower bound on the MSE of an unbiased estimator, is instead considered. Unfortunately

however, it is generally not computable, and must thereforebe approximated. In this

thesis a practical means of classi�cation of BB approximations is proposed. This classi�-

cation scheme includes all previously existing approximation bounds, and highlights their

underlying assumptions.

Finally this formalism leads to the derivation of a new practical bound that is tighter

than existing bounds, particularly in the threshold region, while maintaining a comparable

computational complexity to that of the CRB.
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1
Introduction

1.1 Introduction

Array processing has been an active area of research for manyyears now, and originally

array processing techniques were developed for military applications. However, the dra-

matic increases in computing power which have taken place over the last number of years

have led to the widespread use of Digital Signal Processing (DSP) devices in consumer

electronics, for both business and entertainment purposes. The phenomenal growth of

this industry has provided many new and challenging problems for signal processing re-

searchers, as there is a constant demand for increased speed, accuracy and robustness,

while reducing price and size.

In particular the area of acoustical array processing has become an active research

topic. This interest can be attributed to the host of potential applications, for example:

sonar applications; medical applications such as lithotripsy; non-destructive testing and

human-computer interfacing; as well as a wide range of entertainment applications e.g.

tracking of acoustical sources during theatrical performances and acoustical ambiance

re-creation.

At its most basic, signal processing is concerned with transmission of a signal that

contains some desired information, and manipulation of this signal in order to extract this

1
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information. In array signal processing the signal or signals are emitted and/or received

by an array. By array, we mean a set of receivers, that are spatially distributed. This

separation of the receivers means that as well as the signal being temporally sampled, i.e.

a value is received at each time instant, it is also spatiallysampled as a value is received

at each of the array elements. The advantage of using an arrayof receivers is this ability

to exploit both the spatial and temporal characteristics ofthe signal.

Acoustical array processing is concerned with detection and manipulation of signals

emitted by acoustical sources and has numerous applications in sonar, medicine, audio,

active noise control etc. When dealing with acoustic sources the signals are received by

an array of microphones.

1.2 Array Processing

For array signal processing purposes signals can be dividedinto two groups: those that

have a �xed behaviour, called deterministic signals, and those that change randomly,

called stochastic or random signals. Deterministic signals can be completely speci�ed as

a function of time and therefore the signal can be predicted from a number of previous

time samples.

On the other hand stochastic or random signals cannot be easily characterised by a

mathematical expression, and instead use must be made of prior knowledge and proba-

bilities in order to analyse the signal behaviour, for example the use of a prior probability

of a parameter to estimated the current value.

The signals of interest can be further classi�ed as narrow- or wideband. A narrowband

signal is one whose amplitude and phase vary slowly relativeto the time taken for it to

propagate across the array. A broadband signal is then a signal that is not narrowband, or

a signal which has a relatively large frequency bandwidth compared to its centre frequency.

The source emitting the signal can be classi�ed as near-�eldor far-�eld. Near-�eld

sources are located close enough to the array for the wavefront arriving at the array to be

spherical. On the other hand, the wavefronts arriving from afar-�eld source have been

propagating for long enough for the wavefronts to be planar,i.e in straight horizontal

lines as they arrive at the array.

As the signal travels through the propagating medium it willbe perturbed by additive

noise and interfering signals. The presence of these signals change the properties of the

received signal and make it di�cult to extract the desired information.

Additive noise is generated by sources in the same environment of the signal, and

is usually independent of the signals themselves. In signalprocessing, an assumption of
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white noise, that is noise with equal quantities of all frequencies, is often made. One reason

for making such an assumption is that it greatly simpli�es the mathematics involved in

subsequent signal models. Fortunately, it is also a good approximation of the true noise

present in many cases.

In some situations, however, the noise present may not contain all frequencies, and

this noise is instead called coloured noise. In these situations, if the spectrum of the

coloured noise is known, a whitening �lter is usually applied to whiten the noise. Once

this has been done, the characteristics of white noise can once again be exploited for any

mathematical modelling. However, this requires access to the noise signal separate from

the information signal and this is often not possible in practical situations.

Interference, on the other hand, will usually have similar characteristics to the desired

source signal, and may be generated by a similar source, e.g.people speaking in the

background when trying to extract a speci�c speech signal. Another type of interference

is due to reverberation or multi-path, when the desired signal is re
ected o� surfaces within

the propagation environment causing multiple delayed arrivals of the desired signal. The

degradation of the desired signal by interference and reverberation is usually very di�cult

to deal with, as it becomes confused with the desired signal and therefore cannot be easily

identi�ed or removed.

Once the signal has been received by the array, the objectives of any subsequent pro-

cessing steps can be categorised as either signal enhancement or �eld characterisation.

Signal enhancement occurs when the spatial characteristics of the array are used to im-

prove the SNR of the signal received. This can be done by steering the array so that it

receives signals from a certain direction only, thereby ignoring signals arriving from other

directions. This technique is called beamforming and in itssimplest form is performed by

delaying the signals received at each of the array elements,and then adding these delayed

signals.

The delay applied corresponds to the time delay experiencedby a signal originating

from the desired location, as it propagates across the array. Signals originating from other

locations will therefore be �ltered out. This spatial �lter ing is very useful in situations

where the interfering and noise signals overlap the desiredsignal spatially or temporally,

making other types of �ltering di�cult.

Field characterisation is concerned with estimation of thespatial properties of the

source or sources. Before the location of the sources can be found the �rst step must

be to identify the number of sources present. This process can be called model order

determination.

The next step then is localisation of the sources present. For near-�eld sources emitting
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stationary signals the localisation step involves estimation of the range, asimuth and

elevation of the source. The number of parameters to be estimated is reduced for far-

�eld sources, as only the asimuth and elevation can be estimated. These parameters

are commonly further reduced by assuming the source and array are in the same plane,

i.e. at the same height, which reduces the localisation problem to that of estimating the

asimuth Direction of Arrival (DOA) of the signal only. In thi s thesis we are concerned

with the estimation of the DOA of signals arriving from a far-�eld source. Extension to

the situation where the source and array are not on the same plane, and the elevation

must also be estimated is straight-forward.

Estimation of the DOA of an arriving signal has been an activearea of research for

many years now, and a vast number of algorithms and approaches exist. While many

of these methods were developed originally for narrowband signals, they may also be

applied to situations of broadband sources such as those encountered in acoustical array

processing. In order to apply narrowband localisation techniques the signals are �rst

broken down into narrowband bins, and localisation is then performed individually on

each bin. These individual results are then combined to givean overall DOA estimate.

Despite the many localisation techniques that have been developed, the problem of

DOA estimation continues to be a challenging problem. One ofthe di�culties lies in the

fact that there is no guaranteed way of �nding the best or optimal method of estimation

for all situations. Instead sub-optimal methods must be used, and the most suitable

approach is selected by taking into account characteristics of the source and environment.

In order to determine the suitability of a proposed estimation method (i.e. the esti-

mator) its performance can be compared to the best possible performance. This allows

a decision to be reached on whether or not the estimator performance is satisfactory, or

if it can be improved upon. It can also be determined whether or not it will ever be

possible to achieve the required performance. One method ofevaluating the best possible

performance is by the use of lower bounds on the Mean Square Error (MSE) bounds,

which provide a bound on the minimal MSE that can be achieved.

1.3 Thesis Organisation

In this thesis, the problems of detection and estimation of the DOA of far-�eld acoustical

sources using an array of microphones are considered. In chapter 2 array signal processing

techniques are introduced and a model for the data received by the array is proposed.

Estimation of the unknown parameters of the received signals is then reviewed, and the

individual steps in this process are explored, including speci�cation of the Probability



1.3. Thesis Organisation 5

Density Function (pdf) and commonly applied assumptions. The selection of a suitable

estimator and the criteria used to evaluate estimator performance are then considered.

These criteria can then be applied in order to �nd the optimalestimator for a given esti-

mation problem. However, it is shown that it is not always possible to �nd an expression

for the optimal estimator, and that DOA estimation is an example of such a situation. We

can therefore conclude that for this problem it is instead necessary to select a sub-optimal

estimator that has desirable properties for the given situation. The commonly applied

sub-optimal DOA estimators are then considered in chapter 3and the main contributions

to the area of DOA estimation are reviewed.

In chapter 4 the initial step in characterisation of the sources, that of model order

determination is discussed. Acoustical model order determination presents a challenging

problem due to both the wideband nature of the source and the fact that the amount

of data available for a given source location may be limited.Classical methods operate

well for determining the number of narrowband sources when large amounts of data are

available. However, they are unreliable for the di�cult situation considered here.

To this end, a method for determining the number of acoustical sources is proposed

here. This method is based on the pro�le of the noise eigenvalues of the observed data

correlation matrix as introduced by Grou�aud et al. [1]. This method is suited to the

di�cult operating scenarios encountered in acoustical source localisation. In particular

this method is shown to out-perform classical detection methods for the situations where

a small amount of data is available for a given source location.

This then leads to a study of three of the most well-known sub-optimal estimators,

in chapter 5. The performance of these estimators is compared using both simulations

and experimental recordings for a variety of source numbersand locations. The e�ects of

interference and additive noise on the estimators is considered, allowing us to draw some

conclusions on estimator behaviour, and the suitability ofthe estimators for di�erent

localisation problems.

In chapter 6 the best possible performance that can be achieved by an estimator for

a given localisation problem is evaluated. This is done using lower bounds on the Mean

Square Error (MSE), which provide a bound on the minimum MSE that can possibly be

achieved.

Firstly, a new formalism that encompasses all previously derived lower MSE bounds is

proposed. This formalism provides a meaningful way of classifying these bounds based on

their underlying assumptions. Secondly, with the help of this formalism, a new practical

bound is derived, which, while maintaining low computational complexity is closer to the

true performance than existing bounds.
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Conclusions are drawn in chapter 7 by commenting on the results from the previous

chapters and �nally, some proposals for future work are presented.

1.4 Contributions

The work done in the course of this thesis has led to the following papers:

1.4.1 Journal Papers:

1. A. Quinlan, J. P. Barbot, and P. Larzabal, \Automatic determination of the number

of targets present when using the time reversal operator (TRO)," Journal Acoustical

Society of America (JASA), vol.119, n.4, pp. 2220-2225, 2006.

2. A. Quinlan, J. P. Barbot, P. Larzabal, and M. Haardt, \Model order selection for

short data: An exponential �tting test (EFT)," EURASIP JASP (European Journal

Applied Signal Processing), Accepted for publication.

1.4.2 Conference Papers:

1. A.Quinlan and F. Boland, \Using the singer's formant to reduce inaccuracies in

the location of a singer on stage," in Proc. Irish Signals andSystems Conference

(ISSC), Belfast, Ireland, 2004.

2. A. Quinlan and F. Boland, \The e�ect of vibrato on singer localisation," in Proc.

GSPx Conference, Santa Clara, CA, 2004.

3. A. Quinlan, E. Chaumette, and P. Larzabal, \A direct method to generate approxi-

mations of the Barankin bound," in Proc. IEEE Int. Conf. Acoust., Speech, Signal

Processing (ICASSP), Toulouse, France, 2006.

4. A. Quinlan, F. Boland, J. Barbot, and P. Larzabal, \Determination of the Number

of Wideband Acoustical Sources in a Reverberant Environment" In Proc. 14th

European Signal Processing Conference (EUSIPCO), Florence, Italy, 2006.



2
Estimation Using Array Processing

Techniques

2.1 Introduction

The use of array signal processing techniques for source localization has been an active

area of research for many years, however it remains a challenging problem. The work

presented in this thesis is concerned with localization of an acoustic source using an array

of microphones. In this chapter the mathematical background of estimation is recalled.

The terms de�ned here are then used throughout the thesis.

There are two possible approaches to the analysis of the datareceived by the micro-

phone array: parametric and non-parametric. Parametric techniques assign a mathemat-

ical model with a �xed number of parameters to the observed data, and the parameters

of the model are selected so that the observations �t this model. These techniques use

information that is known or assumed to be known about the observed data in order

to determine a suitable model. The accuracy of the method is therefore reliant on the

accuracy of the underlying model. In non-parametric techniques, on the other hand, no

model is imposed on the data.

The work presented here focuses on parametric methods, in which the required infor-

7



2.2. Modelling the Received Data 8

mation is expressed as a parameter of the received signal [2]. This parameter is then be

estimated from the observations.

2.2 Modelling the Received Data

Firstly we consider the source, which can be classi�ed as near-�eld or far-�eld depending

on its distance from the array. If the source is in the near-�eld then the wavefronts reaching

the array are spherical. For this type of source there is a vector of spatial parameters to

be estimated containing both bearing and range information.

As the source is moved farther from the array the wavefronts become planar and

parallel, as shown in �gure 2.1. A source is considered to be in the far-�eld if:

R >
2L2

�
; (2.1)

where R is the distance from the source to the array,L is the length of the array, and

� is the wavelength of the arriving wave. When the source is in the far-�eld only the

bearing information, or Direction of Arrival (DOA), can be used to characterise the source

spatially [3]. This is the situation being investigated in this thesis. A common assumption

is that the source and array are in the same plane, thereby further reducing the spatial

parameters to be estimated, and the wavefronts arriving at consecutive microphones di�er

only by an amplitude coe�cient and a time-delay.

The scenario where there areP far-�eld sources present, and the emitted signals are

received by an arbitrary array ofM microphones is now considered. The impulse response

of the mth microphone to a signalsp (t), emitted from the pth source is denotedhpm (t) :

This impulse response depends on the locations of both the source and the microphone,

the propagating medium, and any gain or attenuation introduced by the microphone itself.

The time delay of the pth signal arriving at the mth microphone is denoted� pm . The

output at the mth microphone can then be written as:

xm (t) =
PX

p=1

hpm (t) � sp (t � � pm) + nm (t) ; (2.2)

where (� ) denotes convolution andnm (t) is the additive noise signal received by themth

microphone, it is assumed thatnm (t) is independent ofsp (t), and that P < M . The

array output can then be expressed as:
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Figure 2.1: Source in the far �eld emitting a signal received by the arrayof microphones.

x (t) =

2

6
6
6
6
4

x1 (t)

x2 (t)
...

xM (t)

3

7
7
7
7
5

=

2

6
6
6
6
4

P P
p=1 hp1 (t) � sp (t � � p1)P P
p=1 hp2 (t) � sp (t � � p2)

...
P P

p=1 hpM (t) � sp (t � � pM )

3

7
7
7
7
5

+

2

6
6
6
6
4

n1 (t)

n2 (t)
...

nM (t)

3

7
7
7
7
5

: (2.3)

2.3 Complex Signal Representation

In array signal processing the complex representation of a signal is often used. This

representation is based on the assumption that the signal isnarrowband. In many cases

this narrowband assumption does not hold, and in these situations the bandwidth of the

signal must be divided into smaller frequency bins so that the narrowband assumption

will hold across each frequency bin, and the following analysis will then hold for each bin.

The emitted signal sp (t) can be expressed in terms of a modulated centre frequency

! :

sp (t) = � p (t) cos
�
!t + � p (t)

�
: (2.4)

Assuming that the signal is narrowband we can therefore say:
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� p (t � � p) t � p (t) ; (2.5)

� p (t � � p) t � p (t) ; (2.6)

which implies that:

sp (t � � p) = � p (t � � p) cos
�
! (t � � p) + � p (t � � p)

�
(2.7)

t � p (t) cos
�
!t � !� p + � p (t)

�
: (2.8)

The time-delay can now be modelled as a phase-shift of the carrier frequency. Following

from the assumption that the signal is narrowband, the impulse response can be taken

to be constant across the frequency band of interest. The stationary response of themth

microphone to the signalsp (t) can therefore be expressed as:

rpm (t) = hpm (t) � sp (t � � pm) (2.9)

= hpm (t) � � p (t) cos
�
!t � !� pm + � p (t)

�
(2.10)

= Hpm (! ) � p (t) cos
�
!t � !� pm + � p (t)

�
; (2.11)

where Hpm (! ) is the Fourier transform of the impulse responsehpm (t). Expressing

Hpm (! ) in terms of its phase, argHpm (! ), and magnitude, jHpm (! )j, and letting � pm =

jHpm (! )j, (2.11) can be re-written as:

rpm (t) w � pm (! ) � p (t) cos
�
!t � !� pm + � p (t) + arg Hpm (! )

�
; (2.12)

Using a complex signal representation of the received signal, the time-delay can then

be expressed as a multiplication by a complex number. Considering the case where there is

no noise present, the complex representation of the signal received by themth microphone

is given by:

rpm (t) = x i
m (t) + jx q

m (t) (2.13)

= � pm (! ) e� j!� pm � p (t) ej� p (t ) (2.14)

= � pm (! ) e� j!� pm esp (t) ; (2.15)

where esp (t) is the complex envelope of the signalsp (t), and esp (t) = � p (t) ej� p (t ) . Then,

letting am (� p) = � pm (! ) e� j!� pm the array response vector can be de�ned:
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a (� p) =

2

6
6
6
6
4

� p1 (! ) e� j!� p1

� p2 (! ) e� j!� p2

...

� pM (! ) e� j!� pM

:

3

7
7
7
7
5

(2.16)

This complex vector describes the response of each microphone, including geometric

path di�erences, to a signal arriving at an angle of� p. Throughout the thesis this vector is

called the array response vector, however it can also be referred to as the steering vector,

the location vector or the transfer function vector.

The in-phase and quadrature components ofxm (t), x i
m (t) and xq

m (t) respectively, are

given by:

x i
m (t) = jHpm (! )j � p (t) cos

�
� p (t) + arg Hpm (! ) � !� pm

�
(2.17)

xq
m (t) = jHpm (! )j � p (t) sin

�
� p (t) + arg Hpm (! ) � !� pm

�
: (2.18)

2.4 Parametric Signal Model

The required parameter for each source is the Direction of Arrival (DOA), � p; and the

DOA associated with the each of theP sources present must be estimated from the data

received by the array. In the case considered here the angle of elevation is assumed to be

zero, as the microphones and source are assumed to be the sameheight. However, the

results derived here can easily be extended to the general case, where both bearing and

elevation are unknown.

From equations (2.3) and (2.15), the parameterised data model for the pth source is

given by:

x (t) =

2

6
6
6
6
4

x1 (t)

x2 (t)
...

xM (t)

3

7
7
7
7
5

=
PX

p=1

2

6
6
6
6
4

a1 (� p)

a2 (� p)
...

aM (� p)

3

7
7
7
7
5

~sp (t) +

2

6
6
6
6
4

n1 (t)

n2 (t)
...

nM (t)

3

7
7
7
7
5

(2.19)

=
PX

p=1

a (� p) ~sp (t) + n (t) : (2.20)

The received signal model for the case ofP parameters can now be expressed as:
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x (t) = [ a (� 1) ; a (� 2) ; : : : ; a (� P )] [es1 (t) ; : : : ; esP (t)]T + n (t) : (2.21)

Then de�ning the M � P matrix A (� ) the columns of which are given by the array

response vectors associated with each of theP sources, equation (2.21) can be re-expressed

as:

x (t) = A (� ) es(t) + n (t) ; (2.22)

with:

� =

2

6
6
6
6
4

� 1

� 2
...

� P

3

7
7
7
7
5

: (2.23)

This model is applicable to an array of arbitrarily located microphones assuming that

the sources are located in the far-�eld; thatP < M ; and that the sources are non-coherent,

where two signals are coherent if one is a scaled and delayed version of the other [2]. A

Uniform Linear Array (ULA) is commonly used as it leads to simpli�cation of the data

model. This is the array con�guration considered here. However, the results found are

easily extended to other array con�gurations.

For a ULA with an inter-microphone spacing �, � pm can be related to the DOA by

the following expression, as seen in �gure (2.2):

cos (� p) =
v� pm

�
; (2.24)

where v is the speed of sound as it travels through air. Due to the far-�eld conditions

it can be assumed that� pm is constant for m = 1; : : : ; M , and 8p = 1; : : : ; P:. Then,

substituting for � pm in equation (2.16), the array response vector can now be expressed

as:

a (� p) = a1 (� p)

2

6
6
6
6
6
4

1

e� j! 2�
cos( � p )

v

...

e� j (M )! �
cos( � p )

v

3

7
7
7
7
7
5

: (2.25)

Now, assuming unit response of the �rst microphone and substituting for v = f � , the

array response vector can be re-expressed as:
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Figure 2.2: The wavefronts arriving at a Uniform Linear Array (ULA) with inter-

microphone spacing� .

a (� p) =

2

6
6
6
6
4

1

e� j (2) 2� �
� cos( � p )

...

e� j (M ) 2� �
� cos( � p )

3

7
7
7
7
5

: (2.26)

If � > �
2 then spatial aliasing can occur, i.e. there exists� 1, � 2 2 [0; � ] such that for

� 1 6= � 2:

e� j 2� �
� cos( � 1) = e� j 2� �

� cos(� 2 ) : (2.27)

Therefore, in order to avoid this problem, the array must be designed so that:

� �
� min

2
; (2.28)

where � min is the minimum wavelength of the received signal.
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2.5 Probability Density Function (pdf) of the Ob-

served Data

Due to the random nature of the observation vector the probability of correctly deter-

mining the required parameters will never be equal to 1. Instead the observed data can

be characterised by the Probability Density Function (pdf)denotedf � (x) : As the pdf is

dependent on� there is a di�erent pdf associated with each di�erent realisation of � . The

accuracy of the estimator is directly linked to that of the pdf, the correct choice of pdf

will therefore greatly in
uence the performance of the estimator.

Estimation based solely on the pdf of the observed data is called classical estimation [4].

This is the estimation problem considered here and it is assumed throughout that no prior

information about the parameters is available. Alternatively Bayesian estimation can be

used if prior knowledge of the parameter values exists [4]. In this situation the parameter

to be estimated is viewed as a realization of the random variable � .

In this work deterministic estimation is considered, and for the sake of simplicity

the case of estimating a single, i.e.P = 1, real, deterministic parameter is considered

initially. These results are then extended to include estimation of multiple deterministic

parameters.

In certain situations it may be more convenient to estimate afunction of the required

parameter rather than the parameter itself. Therefore in the following the general case

of estimating a function g(� ) is considered, whereg(� ) may or may not be equal to

� . Correspondingly the estimator used to estimate the parameter value based on the

observations is denoteddg(� ) (x) :

For many practical estimation problems the pdf will not be known and must instead be

approximated. A random variablex is said to be Gaussian, with distributionN (mx ; � x )

if its pdf has a Normal distribution. Assuming a Gaussian distribution, and letting P = 1

the pdf of the received data, as given in equation (2.21), is expressed as:

f � (x) =
1

� x

p
2�

e� 1
2 k x � m x

� x k2

; (2.29)

wheremx = E [x], and � 2
x is the variance of [x] :

A Gaussian distribution is commonly assumed due to the many convenient mathe-

matical properties of the Gaussian distribution, and also because this assumption is often

justi�able due to the Central Limit Theorem [5]. The central limit theorem states that

the distribution of the mean tends to be Normal, regardless of the distribution from which

the mean is computed.



2.6. Estimator Performance Evaluation 15

If x1; x2; : : : ; xN are a set of independent random variables, with meanm and �nite

variance� 2, then:

x1 + : : : + xn + : : : + xN

N
converges to distribution

���������������������!
N !1

N

 

E [x] ;

r
� 2

x

N

!

; (2.30)

Therefore if we haveN independent observations of the same random experiment,

x1; x2; : : : ; xN , for su�ciently large N the estimator 1
N

P dg(� ) (x) will have a Gaussian

distribution:

N

0

@E
h

dg(� ) (x)
i

;

s
� 2

dg(� )

N

1

A ; (2.31)

where� 2
dg(� )

is the variance of the estimatordg(� ). We now need to �nd an estimator that

will assign an estimate to each set of observationsx = [ x [1]; x [2]; : : : x [N ]]. The quality

of such an estimator must be quanti�ed in order to see if it meets requirements, and

ideally we wish to �nd the optimal estimator for a given situation. This naturally leads

to the question of what measurements are needed to evaluate the estimator performance,

and what criteria should be met in order for an estimator to beconsidered \optimal".

2.6 Estimator Performance Evaluation

When evaluating the performance of an estimator the basic question that must be ad-

dressed is \How accurate are the results provided by this estimator?", or put another way,

\How close will the resulting estimates be to the true values?". The aim then is to select

the best possible estimator, but in order to do this the term \best" must be quanti�ed.

The �rst factor to be considered is whether or not the mean or expected value of the

estimator is equal to the true parameter value, i.e. is:

E
h

dg(� ) (x)
i

= g(� ) : (2.32)

If this is true, then the estimator is said to be unbiased. If this is not the case, then the

estimator is biased, with bias given by:

Bias
�

dg(� ) (x)
�

= E
h

dg(� ) (x)
i

� g(� ) ; (2.33)

A biased estimator is one that systematically introduces anerror, resulting in the mean

or expected value of the estimator no longer being equal to the true parameter value.
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The e�ects of such an error therefore cannot be removed by averaging. While an unbi-

ased estimator is not necessarily a good estimator, a biasedestimator is generally highly

undesirable [4].

The second measurement used to characterize the estimator performance is the vari-

ance, which measures the dispersion of the estimates aroundtheir expected value:

V ar
�

dg(� ) (x)
�

= E
� �

dg(� ) (x) � E
h

dg(� ) (x)
i� 2

�
: (2.34)

Clearly the more accurate the estimator, the smaller the variance will be [4].

The Mean Square Error (MSE) is commonly used as a measurementof the quality or

precision of an estimator. De�ning 
 as the observation space, the MSE can be expressed

as:

MSE
h

dg(� ) (x)
i

= E
� �

dg(� ) (x) � g (� )
� 2

�
(2.35)

=
Z




�
dg(� ) (x) � g (� )

� 2
f � (x) dx (2.36)

=





 dg(� ) � g (� )








2

�
: (2.37)

From equation (2.35) we can see that the MSE can also be expressed as:

MSE
h

dg(� ) (x)
i

= V ar
h

dg(� ) (x)
i

+ Bias2
h

dg(� ) (x)
i

: (2.38)

Then for an unbiased estimator:

Bias
�

dg(� ) (x)
�

= E
h

dg(� ) (x)
i

� g (� ) = 0 ; (2.39)

=) MSE
�

dg(� ) (x)
�

= V ar
�

dg(� ) (x)
�

: (2.40)

A �nal consideration when evaluating the performance of an estimator is the com-

plexity of the computations involved. While an estimator may provide highly accurate

results, it will be of little practical use if it cannot be quickly and easily implemented. In

such situations, an estimator with lower accuracy may in fact be preferable, particularly

if real-time estimation of the parameters is necessary.

2.7 Finding the Optimal Estimator

Unfortunately there is no straightforward minimisation scheme that is guaranteed always

to produce an expression for an optimal and realisable estimator, where we consider an
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estimator to be realisable if its de�nition does not rely on unknown or unobservable

quantities. There are however certain approaches that will, in some cases, produce a

closed form expression for such an estimator. The most well known of these approaches

are discussed here.

Using the MSE as a measurement of the estimator quality, we aim to �nd a realizable

estimator with the minimum MSE. The following questions therefore arise \does such an

estimator exist?" and if so, \how can such an estimator be found?".

In the following the general case of estimating a vector of unknown parameters is

considered.

2.7.1 Minimum Mean Square Error (MMSE) Estimator

One approach [6] is to minimize the expression for the overall weighted MSE and �nd the

estimator that achieves this, i.e the aim is to �nd the optimal estimator for all values of

theta , called the optimal global estimator dg(� ) (x)glob
opt ; with the minimum MSE.

The expression for the weighted MSE is given by [6]:

MSE
h

dg(� ) (x) ; @
i

=
Z

�
MSE

h
dg(� ) (x)

i
@(� ) d� (2.41)

=
Z

�

Z




�
dg(� ) (x) � g(� )

� 2
f � (x) @(� ) dxd� ; (2.42)

where@(� ) is a strictly positive weighting function de�ned over �, su ch that
R

� @(� ) d� =1:

The weighted MSE is introduced here in order to express the minimization in a form sim-

ilar to that of risk minimization in Bayesian estimation, allowing exploitation of results

previously established in this area [7]. From equation (2.41) it can be seen that in this

case@(� ) is equivalent to the prior in Bayesian estimation theory. TheMSE
h

dg(� ) (x) ; @
i

can be re-expressed in certain cases as:

MSE
h

dg(� ) (x) ; @
i

=
Z




Z

�

�
dg(� ) (x) � g(� )

� 2
@(� ) f � (x) d� dx: (2.43)

Minimization of the MSE is therefore equivalent to minimization of the inner integral:

Z

�

dg(� ) (x) @(� ) f � (x) d� �
Z

�
g(� ) @(� ) f � (x) d� = 0; (2.44)

Then setting:

dg(� ) (x) = dg(� ) (x)glob
opt ; (2.45)
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this gives:

dg(� ) (x)glob
opt =

R
� g(� ) @(� ) f � (x) d�

R
� @(� ) f � (x) d�

; (2.46)

where dg(� ) (x) is a realisable estimator as it is independent oftheta . Unfortunately

however, calculation of this estimator is often impossibleand there is no known method

for determining a suitable@(� ), that will lead to the minimum MSE for all � 2 � [4].

As the strategy of minimizing the overall or global MSE does not necessarily pro-

duce a computable expression for the minimum MSE estimator,the MSE is minimized

instead for a given parameter value� , in order to �nd a realizable dg(� ) (x) loc
opt, that is non-

trivial
�

dg(� ) (x) loc
opt 6= g(� )

�
: While this approach is simpler than the global approach, as

dg(� ) (x) loc
opt is based on local optimization it is unlikely to produce a realizable estimator

that is not \ clairvoyant" i.e. that does not depend on the unknown parameter value [6].

Minimization of the local MSE under non-bias constraints isdiscussed in detail in chap-

ter 6, when it is used for the calculation of the best possibleperformance of an estimator

using minimal performance bounds. It can therefore be concluded that the procedure

of minimizing the MSE is unlikely to produce a realizable estimator, and an alternative

strategy must be adopted.

2.7.2 Minimum Variance Unbiased (MVU) Estimator

An alternative approach is to search for the unbiased estimator with the minimum variance

for all possible values of� . This Minimum Variance Unbiased (MVU) estimator does not

always exist, as it is common for di�erent estimators to haveminimum variance depending

on the value of� :

The minimum possible variance that can be attained by an unbiased estimator is

characterised by the Cramer-Rao Bound (CRB) [8]. Therefore, if an estimator exists

whose variance equals the CRB for each value of� , this must be the MVU, and taking

variance as a measure of optimality, the CRB can then be used to �nd an expression for

the optimal estimator. Any estimator that has variance equal to the CRB is called an

e�cient estimator.

In order to derive the CRB, the following regularity condition is assumed to be met:

E
�

@ln f � (x)
@�

�
= 0 8� ; (2.47)
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and an e�cient estimator exists if (and only if) the following factorization can be made:

@ln f � (x)
@�

= F (� ) (h (x) � g (� )) ; (2.48)

where dg(� )
MV U

(x) = h (x) :

The variance of an e�cient estimator is equal to the Cramer Rao Bound (CRB) and

can be expressed as follows (see chapter 6 for a full discussion on the derivation of the

minimal variance of an estimator and estimator performancebounds.)

C dg(� )
MV U

(x )
� � E

�
@2 ln f � (x)

@�@�T

� � 1

: (2.49)

When a linear model can be used to describe the data this approach yields a closed

form expression for the MVU estimator, and its variance is equal to the CRB. Using the

classical general linear model [4], the observed data can bedescribed as:

x = H � + n (2.50)

wherex is the (N � 1) observation vector andH is the known (N � P) transfer function

matrix. In this case, H is a linear function of the (P � 1) vector of unknown parameters

� = [ � 1; � 2; : : : ; � P ]T , and n is the (N � 1) noise vector with pdfN (0; C). The pdf of x

is:

f � (x) =
1

(2� )
N
2

p
det C

exp
�
�

1
2

(x � H � )T C � 1 (x � H � )
�

; (2.51)

and so:

@ln f � (x)
@�

=
�
H T C � 1H

� �
dg(� ) (x) � g (� )

�
; (2.52)

resulting in the e�cient and MVU estimator, which is the weighted Least Squares (LS)

estimate:

dg(� )
MV U

(x) =
�
H T C � 1H

� � 1
H T C � 1x; (2.53)

with variance:

CRB
�

dg(� )
�

=
�
H T C � 1H

� � 1
: (2.54)

It can therefore be seen that in the case of a linear data modelit is always possible to

�nd a closed form expression for an e�cient and therefore MVUestimator.
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However, in many situations it will not be appropriate to usea linear model to describe

the data, as arises when estimating the Direction of Arrival(DOA) of a source signal.

This situation is now considered, using the data model de�ned in equation (2.22) where

in this casen is White Gaussian Noise (WGN) with variance� 2: The pdf of the observed

data is given by:

f � (x) =
1

(2�� 2)
N
2

exp
�
�

1
2� 2

(x � A (� ) s)T (x � A (� ) s)
�

; (2.55)

leading to:

@ln f � (x)
@�

=
s

2� 2

( �
@A (� )

@�

� T

(x � A (� ) s) + ( x � A (� ) s)T
�

@A (� )
@�

� )

; (2.56)

where:

@A (� )
@�

=

2

6
6
6
6
4

@A (� 1 )
@�

@A (� 2 )
@�
...

@A (� P )
@�

3

7
7
7
7
5

(2.57)

In this situation, factorisation as shown in equation (2.48) in order to �nd an expres-

sion for the MVU estimator is not possible. In fact, for non-linear data models e�cient

estimators will only be found under asymptotic conditions (high SNR [9] and/or large

number of snapshots [8]). This is due to the fact that asymptotically the pdf becomes

more concentrated around the true parameter value� , causing the estimates to lie in a

smaller interval about � . In this case the estimator is said to be consistent. The relation-

ship is approximately linear in this region and observations rarely occur in the non-linear

region, resulting in asymptotic e�ciency. (For a detailed discussion on the performance

of non-linear estimators, see chapter 6). Therefore unlessoperating under asymptotic

conditions it will not be possible to �nd an e�cient estimato r for DOA estimation.

However, in situations where there is no e�cient estimator,it is still possible that an

MVU estimator exists. The MVU estimator, if one exists, can be determined by �nding a

minimal su�cient statistic to describe the observed data. Astatistic is said to be su�cient

if the conditional pdf of the observations after the su�cient statistic has been observed

is independent of the parameter to be estimated [4]. A necessary statistic is one which

can be computed from any su�cient statistic, without reference to the original data, and

a minimal su�cient statistic is one which is both necessary and su�cient. This means
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that a minimal su�cient statistic is just as informative as t he original data, but it can

be computed from any other su�cient statistic; no further compression of the data is

possible, without losing some information. If a su�cient statistic is found, then the MVU

estimator must be a function of this statistic.

Using the Neyman-Fisher factorization a su�cient statistic can be found directly from

the pdf, which is assumed to be known [4]:

f � (x) = f (T (x) ; � ) h (x) ; (2.58)

where if � is a p� dimensional vector, then the statisticT (x) is a p� dimensional

function, f is a function depending only onT and � , and h is a function depending only

on the observationsx. The di�culty however, arises in situations where this factorization

is not obvious, and in these cases it is possible that a su�cient statistic, other than the

observed data itself, does not exist.

If a su�cient statistic does exist, the Rao-Blackwell-Lehmann-Sche�e (RBLS) the-

orem can be applied in order to determine the corresponding estimator. Firstly, a

p� dimensional functionf must be found such that:

E [f (T )] = � : (2.59)

Then if f (T ) is the only unbiased function of the su�cient statistic, the statistic is

said to be complete, and the MVU estimator is given by:

dg(� ) (x) = f (T ) . (2.60)

This approach can be seen to provide a means of �nding an expression for the MVU

estimator provided a minimal su�cient statistic exists. However, even in situations where

such a statistic does exist, veri�cation of its completeness can be very di�cult.

It can therefore be seen that there is no guaranteed way to �ndan expression for

an optimal estimator for the non-linear data models being considered here, and even if

such an estimator exists it is not guaranteed to be realisable, as it may require knowledge

of unknown parameters. Sub-optimal estimators must instead be considered in order to

select a suitable estimator for the given estimation problem.

2.8 Conclusion

The use of array processing to estimate one or more real deterministic parameters was

introduced in this chapter, and the steps involved in modelling the received data were
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discussed. The use of the pdf of the data to estimate the desired parameters was then

considered, and the criteria that can be used for estimator evaluation were developed and

used to de�ne an \optimal estimator".

The optimality criterion initially selected was the minimal MSE, however it was shown

that minimization of the MSE does not provide an expression for an optimal estimator.

The next optimality criterion considered was the variance,and it was seen that for some

estimation problems the CRB can be used to �nd a direct expression for an e�cient

estimator, which is also the MVU estimator. However, for non-linear estimation problems

such as DOA estimation, it is not possible to �nd an e�cient estimator. The fact that no

e�cient estimator exists does not exclude the possibility that an MVU estimator exists,

and use can be made of su�cient statistics in order to determine the MVU estimator

in such a situation. However, determining the su�cient statistic involves factorization

of the pdf, which may not be obvious, and in many cases a minimal su�cient statistic

does not exist. Even if a minimal su�cient statistic is found, it must be checked for

completeness in order to result in an expression for the MVU estimator, and veri�cation

of the completeness can be extremely di�cult.

It is therefore clear that for the case of non-linear data models, as in the case of DOA

estimation, an optimal estimator cannot be easily determined, and instead use must be

made of sub-optimal estimators that have desirable characteristics for the problem under

consideration.



3
Direction of Arrival (DOA) Estimation

3.1 Acoustic Source Localization

Using a common problem speci�cation, this chapter providesa uni�ed explanation of

classical Direction of Arrival (DOA) estimation techniques. Moreover, the classical signal

processing techniques, which in many cases were developed for narrowband signal process-

ing, are treated in the context of localization of broadbandsources. Recent developments

in the application of these classical techniques to acoustical array localisation are also

discussed.

3.2 Beamforming

The earliest development of spatial �ltering or beamforming dates back to the Second

World War, when the conventional beamformer was developed.The aim of this beam-

former was to enhance the received signal by \steering" the array in the direction of

the desired source. This beamformer is simply an application of Fourier-based spectral

analysis to spatio-temporally sampled data [2, 10, 11].

The ability of the beamformer to enhance signals from a desired direction can also

be applied to the problem of DOA estimation. The output of theantenna is steered

23
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in each possible direction of interest, and the power of the array output is measured

for each direction. The values of� , resulting in the maximum array output power are

then chosen as the DOA estimates. Narrowband beamformers assume that the incident

signal has a narrow bandwidth, centred at a particular frequency. If the incident signal is

broadband then it can be divided into narrow frequency bands, and a weighted average

of the DOA estimates found for each of these bands is then found (see section 3.3.1 for

further discussion on these techniques).

Using the data model introduced in the previous chapter the signal received by the

array at time t is given by:

x (t) = A (� ) es(t) + n (t) ; (3.1)

where n (t) is assumed to Gaussian noise. The steered output of the array is found

by linearly combining the spatially sampled data received at each sensor, and can be

expressed as:

y (t) = wH x (t) ; (3.2)

where w is the complex weighting vector, and acts as a spatial �lter applied to the

signal which results in one particular direction being emphasized. For the case whereN

snapshots of the signal are available the output power of thearray is given by:

P (� ) =
1
N

NX

t=1

jy (t)j2 (3.3)

=
1
N

NX

t=1

wH x (t) xH (t) w (3.4)

= wH bRw ; (3.5)

where bR is the estimate of the spatial correlation matrix of the signal x (t):

bR =
1
N

NX

t=1

x (t) xH (t) (3.6)

The estimate of the DOA,b� , is then given by:

b� = arg max
�

f P (� )g (3.7)

The type of beamformer used depends on the choice of weight vector w, and there are

two general categories of beamformers: data independent and statistically optimum [10].
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As suggested by the name, the weights in a data independent beamformer are independent

of the observations, and are chosen to produce a speci�ed response regardless of the data

received. On the other hand, the weights in a statistically optimum beamformer are

chosen to optimize the array response, based on the statistics of the array data.

3.2.1 Delay and Sum Beamformer

Figure 3.1: A Delay and Sum beamformer.
The Delay and Sum Beamformer (DSB) [10] is data independent,as it depends on

the array geometry not on the received signal, and it is the simplest type of beamformer.

Firstly the delay corresponding to a signal arriving from the direction � p is calculated for

each of the microphones in the array, and the signal receivedby each of the microphones

is then weighted by the appropriate delay. This results in constructive re-enforcement of

the signal arriving from the direction � p while signals arriving from other directions are

incoherently combined. The power of the array output corresponding to a signal arriving

from direction � p is given by:
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y (t) =
MX

m=1

xm (t + � pm (� )) ; (3.8)

P (� ) =
1
N

NX

t=1

jy (t)j2 (3.9)

=
1
N

NX

t=1

�
�
�
�
�

MX

m=1

xm (t + � pm)

�
�
�
�
�

2

; (3.10)

where� pm (� ) is de�ned in chapter 2 - section 2.2. The DOA estimates are then found by

searching for theP maxima of P (� ).

An advantage of this beamforming approach is that it can be applied directly to

broadband signals. However, the degree of resolution that can be achieved is strictly

limited by the temporal sampling frequency of the data as delay di�erences less than the

sampling rate cannot be resolved. Therefore in order to achieve higher resolution the

sampling frequency must be increased resulting in an increased need for storage space

and processing power.

3.2.2 Frequency Domain Beamforming

In order to increase the resolution that can be achieved without a corresponding increase

in the sampling frequency required, beamforming can instead be performed in the fre-

quency domain. Frequency domain beamforming is inherentlynarrowband, and therefore

broadband signals are divided into narrowband frequency bins centered onf c:

X (f c) = A (f c; � ) S (f c) + N (f c) : (3.11)

Assuming once again that the array is a ULA, the array response function A (f c; � )

is a function of the incident angle only, and represents the response of the array to

P complex exponentials at frequencyf c, which arrive at the array with angles of� =

[� 1;� 2;:::; � p]. The frequency domain representation of the steered output of the array is

found by linear combination of these frequency components after applying the appropriate

complex weights:

Y (f c) = W H X (f c) : (3.12)

whereW is the weighting vector and is chosen so that the signals fromthe direction under

consideration, which is often called the look direction, are added coherently. Signals from
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all other directions are attenuated. The output Power Spectral Density (PSD) is given

by:

� Y Y (f c) = Y (f c) Y � (f c) (3.13)

= W H (f c) bR XX W (f c) ; (3.14)

where bR XX is de�ned in 3.6. The DOA estimates are then found for each frequency band
b� (f c) by selecting theP maxima of the output PSD:

b� (f c) = arg max
�

f � Y Y (f c)g (3.15)

In order to produce a non-trivial solution of equation (3.7)the weight vector is chosen

so that jW j = 1, resulting in the following weight vector for a given direction � at a given

frequency:

W (f c; � ) =
A (f c; � )

p
A H (f c; � ) A (f c; � )

: (3.16)

Substitution of equation (3.16) into equation (3.14) produces the classical spatial spec-

trum:

� BF (f c) =
A H (f c; � ) [R XX A (f c; � )

A H (f c; � ) A (f c; � )
: (3.17)

The conventional beamformer is an extension of the classical Fourier based spectral

analysis, and if the array in question is a ULA, then the resulting spatial spectrum in (3.17)

can be viewed as a spatial domain version of the classical time-series domain periodogram.

This similarity between the conventional beamformer and the time-series periodogram also

extends to the resolution threshold experienced in the periodogram, and the maximum

resolution that can be achieved for a ULA ofM elements is:

� =
�

2�
M

�
rads: (3.18)

3.2.3 Beamforming and Acoustical Source Localization

While beamforming provides an optimal estimate of the source location, the need to

calculate the beamformer output for every possible value of� makes the method com-

putationally prohibitive, particularly if high resolutio n localization is desired. Another

di�culty arises due to the fact that originally the main moti vations in the development

of many beamforming applications were RADAR [12], and consequently such techniques
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may perform poorly when applied to the reverberant situations encountered in acoustical

source localization.

Several researchers have shown that the degradation of performance due to such e�ects

can be reduced by the use of anya priori information that may be available. In [13] the

nature (e.g. statistical non-stationarity, method of production, pitch, voicing, formant

structure, and source radiator model) of the speech signal being localized is modelled by

the \Dual Excitation Model", providing a speci�c parameterization model which improves

upon the general spatial �ltering approach. Information onthe nature of the speech signal

is also used in [14] to distinguish between real sources and virtual sources arising due to

reverberation. A priori knowledge has also been used to reduce the computational load

of beamformer localization. In [15] the fact that the characteristic wavelengths of speech

are comparable to the dimensions of the space being searchedis exploited, allowing for

the implementation of a coarse-to-�ne search criterion in both the spatial and frequency

domain.

In [16] a beamformer-based source localization technique within a particle �ltering

framework is proposed. The use of particle �lters avoids theneed for a comprehensive

search of the source location space, and therefore allows for a computationally e�cient

beamforming scheme.

The similarity between the DSB and a Bayesian formulation was recently demonstrated

in [17]. It was shown that when considered from the point of view of maximizing the

likelihood the Bayesian formulation and Beamforming have been shown to be equal except

for an energy term weighting which will not e�ect the likelihood of localizing a stationary

signal, making the two methods identical in this case [17].

3.3 Subspace-Based Techniques

Subspace based DOA estimation methods exploit the geometrical properties of the cor-

relation matrix of the received signals. A narrowband signal model is assumed as the

signal subspace will di�er for the di�erent frequency bandsin a broadband signal [18, 19].

Broadband incident signals are therefore transformed intothe frequency domain, and di-

vided into narrowband frequency bins as described in the previous section. Operating

in the frequency domain, and assuming spatially white, zero-mean Gaussian noise, the

correlation matrix of the observed signal is given by:

R (f c) = E
�

X (f c) X H (f c)
	

(3.19)

= A (f c; � ) R s (f c) A H (f c; � ) + � 2I ; (3.20)
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where:

R s (f c) = E
�

S(f c) SH (f c)
	

; (3.21)

and R s is assumed to be full rank. Once the matrixA (f c; � ) has full rank and assum-

ing P < M , the matrix A (f c; � ) R s (f c) A H (f c; � ) has rank P, whereP is the number of

sources present. Furthermore, every vector in the range space ofA (f c; � ) R s (f c) A H (f c; � )

is an eigenvector ofR, associated with eigenvalue� . Consequently, using the eigende-

composition of the matrix, R can be re-expressed as:

R =
MX

m=1

� m em eH
m : (3.22)

Arranging the eigenvectors in order of the decreasing size of their associated eigenval-

ues, the signal and noise eigenvectors can then be separated:

R =
P P

m=1 � m emeH
m +

P M
m= P +1 � mem eH

m (3.23)

= Es� sEH
s + � 2EnEH

n ; (3.24)

whereEs and En are matrices containing respectively the signal and noise eigenvectors:

Es = [ e1; : : : ; eP ] (3.25)

En = [ eP +1 ; : : : ; eM ] ; (3.26)

and � s = diag [� 1; : : : � P ] are the eigenvalues associated with the signal eigenvectors.

Any vector orthogonal toA (f c; � ) is an eigenvector ofR associated with an eigenvalue

� 2 [2]. ThereforeEn is orthogonal to A (f c; � ) R s (f c) A H (f c; � ),

and asA (f c; � ) R s (f c) A H (f c; � ) is full rank, it follows that [2]:

R f Esg = R f A (f c; � )g (3.27)

R f Eng = R f Esg
? = R f A (f c; � )g? = N

�
A H (f c; � )

	
(3.28)

whereR f Esg is the subspace spanned by the range ofEs, and N
�

A H (f c; � )
	

is the null-

space ofA H (f c; � ). Therefore, if the signal subspace is the subspace spannedby Es, and

the noise subspace is the subspace spanned byEn , then we can see that the signal and

noise subspaces are orthogonal to each other. This relationis the basis for all subspace

based estimation techniques.

In practice the matrix R (f c) is unknown, and must be estimated from the observations:

bR (f c) =
1
N

NX

t=1

X (f c) X H (f c) ; (3.29)
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where the number of observationsN must be large enough to ensure thatbR (f c) is full

rank (i.e. rank M ). As N ! 1 , bR (f c) ! R (f c), however the fact that bR (f c) is

estimated using a �nite number of samples can lead to errors in detecting the number of

sources present and estimating the associated angles of arrival.

3.3.1 Multiple Signal Classi�cation (MUSIC) Algorithm

The best known of the subspace techniques is the Multiple Signal Classi�cation (MUSIC)

algorithm [20, 21]. As with other subspace methods, the basis of the MUSIC algorithm is

that the noise eigenvectors are orthogonal to the steering vector or signal subspace.

From equation (3.28) the estimates of the DOAs are the valuesof � that minimize the

projection of the steering vector,A (f c; � ), into the noise subspace.

The orthogonal projector onto the noise subspace is estimated as:

b� ? = EnEH
n ; (3.30)

and the MUSIC \spatial spectrum" is then de�ned as:

PMUSIC (� ) =
A H (f c; � ) A (f c; � )

A H (f c; � ) b� ? A (f c; � )
: (3.31)

In order for the DOA estimates to be unique, the array is assumed to be unambiguous,

i.e. A (f c; � 1) 6= A (f c; � 2) unless� 1 = � 2, over the range of possible values of� .

MUSIC o�ers a very large improvement in performance over traditional delay-and-sum

beamforming techniques as the number of calculations necessary is reduced.

It has also been shown that assuming asymptotic conditions (high SNR [9] and/or large

number of snapshots [8]) and uncorrelated signals, the MUSIC estimator is e�cient, i.e. it

reaches the Cramer Rao Bound (CRB), as long asM is larger than P [22, 23]. Therefore,

unlike beamforming techniques, the MUSIC algorithm provides statistically consistent

estimates, i.e. the estimates converge to the true value as the number of snapshots goes

to in�nity [2] [24].

However, like other spectral-based methods, MUSIC can showlarge bias in the case

of a �nite number of snapshots and low SNR, leading to an inability to resolve closely

spaced sources. This is a serious di�culty when tracking a moving source, as the number

of snapshots will be small in order to continuously update the source position. These

resolution problems are even more serious when the receivedsignals are highly correlated,

with the algorithm failing to yield consistent estimates inthe presence of coherent sources

[22, 23]. Two sources are said to be coherent (or fully correlated) sources, if the signals

emitted by the sources are identical, except possibly for a multiplicative constant factor

[25].
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In reverberant environments, highly correlated and even coherent signals may arise due

to several replicas of the signal arriving by di�erent paths. In the situation of coherent

signals, the signal covariance matrix,R s, will be rank de�cient. This rank de�ciency

causes the divergence of a signal eigenvector into the noisesubspace, with the result that

(3.28) no longer holds [2].

In the case of Uniform Linear Arrays (ULAs), a spatial smoothing method may be

applied in order to deal with the problem of coherent (or highly correlated) signals. This

method, introduced by [26] and later extended in [27{29], consists of splitting the original

array into overlapping sub-arrays. Assuming that the steering vector of each sub-array

is identical (up to a scaling), the sub-array covariance matrices can now be averaged.

This spatial smoothing results in a random phase modulation, which in turn leads to

decorrelation of the signals that were the cause of the rank de�ciency.

While this spatial smoothing has been shown to allow for localization of coherent

sources using subspace methods [29], these techniques perform particularly poorly when

dealing with closely spaced sources [28]. Also, the fact that the use of spatial smoothing is

limited to a very restricted class of array geometries [2, 28], limits its practical application.

There are two approaches to combining the results found fromthe individual nar-

rowband frequency bins: Incoherent Wideband Processing [30]; and Coherent Wideband

Processing [31], with both approaches o�ering higher accuracy than the original MUSIC

algorithm when dealing with broadband sources.

In the incoherent case, the frequency range of the signal is divided into non-overlapping

frequency bins. The narrowband MUSIC algorithm is then applied to each bin, and an

incoherent average is taken over all the bins. This approachis very straightforward, and

provided that all frequency bins have su�ciently high SNR, performs very well, partic-

ularly for sources with highly peaked spectra, where it outperforms the coherent meth-

ods [30, 32]. However, the selection of the frequency bins tobe included is an important

consideration, as outliers due to bins with low SNR reduce the source peaks and can also

lead to spurious peaks, resulting in incorrect estimates.

In [33], Asano et al. proposed an eigenvalue weighting of thefrequency bins. This

method weights each frequency bin by the sum of theP largest eigenvalues of the covari-

ance matrix, which correspond to the energy of the signal in the signal subspace. The

average of the weighted MUSIC spectrum across all the frequency bins is then used to

�nd the DOA estimate [33, 34].

While the implementation of coherent broadband processingis more complex than

incoherent methods, the resulting accuracy is higher when the sources have relatively 
at

spectra [30, 32]. The aim of coherent processing is to translate the signal spaces for all
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frequency bands into a common signal subspace.

One coherent approach, introduced in [18], is the use of focusing matrices. In this ap-

proach an initial DOA estimate is found by applying narrowband techniques at a selected

frequency. This initial estimation step will be unable to resolve closely spaced sources,

leading to the focusing step, where the information from allthe frequency bands is used

to focus in on the initial estimate. The frequency averagingof the covariance matrices

increases the e�ective number of snapshots, and consequently the original narrowband es-

timate can be correctly resolved [18, 19]. The focusing matrix used can greatly in
uence

the statistical characteristics of the DOA estimates [31],and di�erent variations of the

original coherent focusing matrix method have been proposed [19, 31, 35].

3.3.2 Root-MUSIC

The Root-MUSIC algorithm is a variation of the original MUSIC algorithm and can be

applied in situations where a Uniform Linear Array (ULA) is used.

While the classical MUSIC algorithm searches for the pointsat which the steering

vector is orthogonal to the noise subspace, in Root-MUSIC a polynomial is instead formed

using the noise eigenvectors [36]. The DOA estimates are then determined from the roots

of this polynomial.

The M-P polynomials corresponding to the noise eigenvectors can be de�ned as [37]:

Dk (z) =
MX

m=1

emk z� (m� 1); k = [ P + 1; : : : ; M; ] : (3.32)

whereemk are the elements ofEn .

The roots of each of these polynomials,zp = e� j (2) � �
� cos(� p ) , are the signal zeros. As

zp = jzpj ej arg(zp ) , it can be seen that:

arg (zp) = (2)
� �
�

cos (� p) ; � p = cos� 1

�
�

2pi�
arg (zP )

�
: (3.33)

De�ne the polynomial:

Q (z) =
MX

k= P +1

Dk (z) D �
k

�
1
z�

�
: (3.34)

The roots of Q (z) are the same as those ofDk (z). The null spectrum is obtained

by evaluating Dk (z) on the unit circle and so there are M double roots lying on the

unit circle. These roots correspond to the actual incident signals, and other roots can be

ignored.
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Under asymptotic conditions this algorithm performs comparably to the original MU-

SIC algorithm. However, with Root-MUSIC higher resolutionis also possible in situations

of low SNR or where a limited number of snapshots is available. One of the main advan-

tages of this approach is that it eliminates the need for a numerical search in order to �nd

the maxima of the MUSIC spectrum.

3.3.3 Estimation of Signal Parameters via Rotational Invar iance

Technique (ESPRIT)

The Estimation of Signal Parameters via Rotational Invariance Technique (ESPRIT)

algorithm is a subspace based technique that can be applied when the array con�guration

meets speci�c requirements, namely that it can be decomposed into two sub-arrays, such

that each microphone in the �rst sub-array has a corresponding microphone in the second

sub-array [38]. These microphone pairs are identical in every way, but are separated from

each other physically by a known displacement vector� , of magnitude4 .

The received signal vectors for the sub-arrays can be expressed as:

x1 (t) = As (t) + n1 (t) (3.35)

x2 (t) = A � s(t) + n2 (t) : (3.36)

where � is the rotation operator relating the measurements of the sub-arrays, and is

a diagonal matrix with elements �pp = e� j! 2�
cos( � p )

v , for p = 1; : : : P and as before� p is

the angle associated with thepth source.

The response matrix of the overall array,A can be expressed as [2]:

A =

"
A

A �

#

; (3.37)

and this can be exploited to obtain the estimates of the diagonal elements of �. This

allows us to �nd the DOA estimates without knowing A itself. We can now de�ne a

unique, non-singular matrixT , such that:

Es = AT ; (3.38)

whereEs is de�ned in (3.25).

The invariance structure of the array allows for decomposition of Es into EX 1 2 CM � P ,

and EX 2 2 CM � P :
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Es =

"
EX 1

EX 2

#

=

"
AT

A � T

#

: (3.39)

De�ning the unique matrix F 2 C2P � P with rank P, such that F spans the null-space

of the matrix given by [EX 1jEX 2], we can say that [38]:

0 = [ EX 1jEX 2] F

= EX 1F1 + EX 2F2 (3.40)

= ATF 1 + A � TF 2: (3.41)

We now introduce the matrix 	 � � F1F � 1
2 , which combined with (3.40) gives:

AT	 = A � T ) AT	T � 1 = A � ; (3.42)

and then, as long asA is full rank, we can say:

T	T � 1 = � : (3.43)

The eigenvalues of	 , [� 1; : : : � P ] are equal to the diagonal elements of �, i.e.� p = ' p.

The signal parameters can then be obtained as nonlinear functions of these eigenvalues,

and an estimate of the DOA is therefore given by:

b� p = cos� 1

�
c

2�f 0�
arg

�
' p

	
�

: (3.44)

In practical situations, the e�ects of additive noise and �nite samples, means that it

will not be possible to �nd a matrix 	 that exactly meets the criteria EX 1	 = EX 2.

Instead an approximation is found, using either Least-Squares (LS-ESPRIT) or Total

Least-Squares (TLS-ESPRIT) methods [2].

One of the main advantages of the ESPRIT algorithm is that it dramatically reduces

the computational and storage costs when compared to the MUSIC algorithm, as the

steering vector,A , need not be known and the search for the maxima of the spectrum

is eliminated. ESPRIT is also more robust to array imperfections than MUSIC, and

produces unbiased estimates, even in situations where the estimates from MUSIC show

some bias [38]. However, the variance of the ESPRIT estimates can be much larger than

the MUSIC variance due to the fact that less information about the array geometry is

used.
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3.3.4 Time Reversal

In recent years, the use of acoustic time reversal mirrors and the DORT method (French

acronym for decomposition of the time reversal operator) have been shown to be highly

accurate methods of focusing a sound �eld on either a single,or else multiple targets

(or scatterers) [39, 40]. The use of such techniques has beendemonstrated in a wide

variety of applications, for example, underwater acoustics [41], focusing a sound �eld in

a reverberant room [42] and lithotripsy [43].

Iteration of the time reversal process has been shown to result in convergence on the

most re
ective of the targets (or the source with the highestamplitude) [44]. However,

in situations where it is desirable to focus on less re
ective targets, or on numerous tar-

gets simultaneously, the DORT technique, which is closely related to passive localization

techniques such as MUSIC, can be used [45{47]. The DORT method is based on eigende-

composition of the time reversal operator (TRO), and the �rst step in deriving the TRO

is to �nd the inter-element response matrixK (t). This matrix is measured by emitting a

short pulse from each array element in turn and measuring theresulting response across

the array. Then for transmit signal vectore (t), the output signal vector is r (t):

r (t) = K (t) 
 em (t) (3.45)

where 
 is the Kronecker operator.

Transforming equation (3.45) into the frequency domain, weget:

r (f ) = K (f ) e (f ) (3.46)

r (f ), K (f ) and e(f ) are now evaluated at a single frequency, usually the centerfrequency

of the transducers. For simplicity of notation, theK (f ) will be denoted simply asK .

This leads to the de�nition of the time reversal operator (TRO) [48]:

TRO = K H K : (3.47)

The TRO can therefore be considered as an estimate,bR K , of the covariance matrix

used in classical localisation techniques [48]. However, while these classical techniques such

as the MUSIC technique assume statistically uncorrelated sources and require averaging

of the measured data, the DORT method is active, (i.e. the elements of the array are

used to both transmit and receive), and deterministic [49, 50].

If the scatterers are assumed to be point-like, then the number of signi�cant eigenvalues

of the TRO is equal to the number of scatterers present. The eigenvalue associated with

a target is proportional to the re
ectivity of the scatterer and its position relative to



3.4. Maximum Likelihood (ML) Estimation 36

the array [47]. The eigenvectorv i , corresponding to the eigenvalue� i , gives the phase

information necessary to focus on thei th target. One of the main advantages of the

DORT method, is that, like all time-reversal processing techniques, it takes advantage of

environmental multi-path in order to increase the e�ectiveSNR [49], as the presence of

reverberation causes the e�ective array aperture to be increased.

The DORT method can be successfully applied in situations where the speed of sound

changes gradually as the signal travels through the propagation medium. However, one of

the basic assumptions underlying the time-reversal process is that the medium is lossless,

and the presence of absorption will lead to degradation of the resolution that can be

achieved. This has led to the introduction of amplitude compensation techniques [49],

which increase the e�ective SNR and consequently the resolution that can be achieved.

In [48] it was shown that the TRO can be regarded as a pseudo-covariance matrix,

and by using the TRO instead of the covariance matrix found in passive localization

techniques, methods such as MUSIC and ML can be applied to localization using an

active array. It was also shown when these techniques were used with the TRO, the

resolution achieved was higher than that achieved using theDORT method.

3.4 Maximum Likelihood (ML) Estimation

Parametric methods exploit the underlying data model of thereceived signal and o�er an

alternative approach to the source localization problem. The Maximum Likelihood (ML)

technique is the best known and most frequently used of theseapproaches.

The principle of the ML approach is very simple, a search is performed across all the

possible DOAs to �nd the parameter, � ; that maximizes the likelihood function f x (� )

where x is the observation vector. This e�ectively means we are searching to �nd the

parameter values that make the probability of the observations as large as possible. Since

f x (� ) depends on the observations, the ML is therefore a functionof the observations.

The value of f x = x 0 (� )dx gives the probability of observingx; in the region of volumedx

centered aroundx0; as a function of� .

Using the signal model given in equation (3.11) and assumingthe signal is received in

the presence of additive white complex Gaussian noise, the observation PDF at a given

frequencyf c can be written as:

f x (� ) =
1

(�� 2)M e� k X ( f c ) � A ( f c ; � ) S( f c ) k 2

� 2 ; (3.48)

where � is the vector of unknown signal parameters, and� = [ � S � 2]T .
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As it is more convenient to �nd the ML estimate as a minimizingargument of the

negative log-likelihood function, the following expression is used:

� ( Y ; � ) , � ln f f x (Y ; � )g; (3.49)

� ( Y ; � ) = M ln � + M ln � 2 +
1
� 2

kX (f c) � A (f c; � ) S (f c)k
2 : (3.50)

The ML estimate of the parameters is then given by:

b� = arg min
� ;S;� 2

�
M ln � 2 +

1
� 2

kX (f c) � A (f c; � ) S (f c)k
2
�

: (3.51)

An estimate of � 2 can be found using:

b� 2 =
1

M

� 




 X (f c) � A

�
f c; b�

�
bS(f c)








2
�

; (3.52)

which involves the non-linear least squares problem of minimising the following term in

� and S:

kX (f c) � A (f c; � ) S (f c)k
2 ; (3.53)

This criterion is quadratic in relation to S, which can be estimated by:

S = A y (f c; � ) X (f c) : (3.54)

where: A y (� ) is the pseudo-inverse ofA .

A y (f c; � ) =
�
A H (f c; � ) A (f c; � )

� � 1
A (f c; � )H : (3.55)

Then, de�ning:

PA = A (f c; � ) A y (f c; � ) ; (3.56)

P?
A = I � PA ; (3.57)

the DOA estimate is given by:

b� = arg min
�

Tr
n

P?
A

bR
o

(3.58)

where:

bR = X (f c) X H (f c) : (3.59)



3.4. Maximum Likelihood (ML) Estimation 38

One of the main advantages of the ML estimator is the fact thatit is asymptotically

e�cient, where asymptotic can mean high SNR [9] and/or largenumber of snapshots [8,

p. 500]. However, for practical localization schemes the number of snapshots available is

�nite, and therefore in order to determine the conditions necessary for the ML estimator to

become unbiased and attain minimum variance the e�ect of theSNR is instead considered

[51, 52]. For the case of using the MLE to obtain a time delay estimation, it is shown

that the SNR necessary in order to attain the CRB is much larger than the kurtosis of

the expected signal's energy spectrum [51]. In [52], it is also shown that for localization

of a source in range and depth in a shallow water waveguide, once the Signal to Additive

Noise Ratio (SANR) drops below 0dB the variance of the localization estimates obtained

by the ML estimator will be greatly underestimated by the CRB.

In order to calculate the deterministic ML estimates the non-linear P-dimensional

optimization problem in (3.58) must be solved. In order for the problem to converge

rapidly to the true solution the choice of initial value usedis very important. If this value

is reasonably accurate, it is usually possible to �nd the true minimum quite rapidly using,

for example, a Gauss-Newton technique [53]. On the other hand though, if the initial

guess is not su�ciently accurate the optimization step may converge on a local minimum

and the desired global minimum may never be found.

In order to obtain a suitable initial DOA estimate, one of thecomputationally e�cient

spectral-based methods discussed previously may be used. Choice of the method used,

will however, determine the type of situation that the overall estimation method can deal

with, e.g. if MUSIC is used to provide an initial estimate, then coherent signals will once

again cause problems. In source tracking, the estimate of the previous frame may be used

as the initial estimate of the next frame [54].

An alternative to using a multi-dimensional search is use ofan alternating projection

method [11, 55]. This approach, which is discussed in detailin chapter 5, breaks down the

multidimensional parameter search into a sequence of signal source parameter searches,

resulting in fast convergence rates. The resulting localization method has also been shown

to demonstrate an improvement on previously proposed methods when applied to the case

of unknown or inaccurate sensor locations [11, 56].

While these optimization techniques increase the speed of the ML algorithm, the

computational time needed to search through each possible angle of arrival makes ML

estimation unsuited to most practical localization schemes. This is especially true when

operating in the frequency domain as the ML estimate must be found individually for

each frequency.
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3.4.1 Expectation Maximization (EM) Algorithm

The Expectation Maximization (EM) algorithm is a general method for solving ML esti-

mation problems. It was proposed as a source localisation method in [57] and [58], with

the objective of simplifying the computations involved in ML localization. This reduction

is achieved by decoupling the multi-dimensional search associated with the direct ML ap-

proach into searches in smaller-dimensional parameter subspaces, resulting in considerable

simpli�cation of the computations involved [57{59].

The basis of the algorithm is to decompose the observed data into their signal compo-

nents and then individually estimate the parameters of eachof these signal components.

These estimates are then used to improve the decomposition of the observations, and the

process is iterated until the algorithm converges to a stationary point of the likelihood

function, with each iteration improving the likelihood of the estimated parameters.

While the EM algorithm was originally developed for narrowband signals, extension

to broadband is performed by transforming the signals into the frequency domain as

described for the other narrowband algorithms [60, 61]. Thereceived signal vector at time

t and frequencyf c, x (f c; t) = [ X 1 (f c; t) ; : : : ; X M (f c; t)]T ; is then modelled as before:

x (f c; t) = A (f c; � ) s (f c; t) + n (f c; t) ; (3.60)

where:

s(f c; t) = [ S1 (f c; t) ; : : : ; SP (f c; t)]T (3.61)

n (f c; t) = [ N 1 (f c; t) ; : : : ; N M (f c; t)]T : (3.62)

Firstly, the received signal vector is decomposed into vectors corresponding to each

sound sourceyp (f c; t) as:

x (f c; t) =
PX

p=1

yp (f c; t) = Hy (f c; t) ; (3.63)

whereyp (f c; t) = a (� p) S (f c; t) + np (f c; t) ; and y (f c; t) =
h
y1 (f c; t)T ; : : : ; yP (f c; t)T

i T
;

and H = [ I ; : : : ; I ] : The decomposition of the noise vectornp (f; t ) is an arbitrary decom-

position, satisfying
P P

p=1 np (f c; t) = n (f c; t) ; and E
�
np (f c; t) nH

p (f c; t)
�

= � 2

P I M : The

complete data set is then de�ned as the set of decomposed received signal vectors:

Y (f c) = [ y (f c; 1) ; : : : ; y (f c; N )] : (3.64)

The term "`incomplete data"' is used to describe the actual snapshotsx (f; t ).
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The log-likelihood of the complete data can now be expressedas:

L c (� ; K s; Y ) =
PX

p=1

"

� N log detK yp �
NX

t=1

yH
p (f c; t) K � 1

yp yp (f; t )

#

; (3.65)

whereK yp denotes the true covariance of the observations:

K yp = 
 pa (� p) aH (� p) +
� 2

P
I M ; (3.66)

and the sample covariance of the observations is de�ned as:

Cyp =
1
N

NX

t=1

yp (f c; t) yH
p (f c; t) (3.67)

The EM algorithm �nds the conditional expectation of Cyp in the E-step, and then

uses this to maximize the log likelihood in the M-step. The algorithm is implemented as

follows:

E-step:

Cq
yp � E

h
CypjCx ; bK q

y

i
(3.68)

= bK q
yp � bK q

yp

�
bK q

x

� � 1
bK q

yp + bK q
yp

�
bK q

x

� � 1
Cx

�
bK q

x

� � 1
bK q

yp; (3.69)

where the superscriptq denotes the iteration number, andbK q
x and bK q

yp are the model

covariance estimations at iterationq, de�ned as:

bK q
x =

PX

p=1

bK q
yp (3.70)

bK q
yp = b
 q

pa
�

b�
q

p

�
aH

�
b�

q

p

�
+

� 2

P
I M : (3.71)

M-step:

b�
q+1

p = arg max
�p

aH (� p) Cq
y pa (� p)

ja (� p)j2
(3.72)

(3.73)

b
 q+1
p =

aH
�

b�
q+1

p

�
Cq

y pa
�

b�
q+1

p

�

�
�
�a

�
b�

q+1

p

� �
�
�
4 : (3.74)

As the EM algorithm is based on the ML estimator, it also has the attractive properties

of consistency, asymptotic unbiasedness and asymptotic minimum variance. It has been
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shown to provide accurate estimates in situations of small sample size, and/or low SNR

where other localization methods fail [58]. It has also beenshown to be an accurate

method for estimation of the azimuth, elevation and range, of near-�eld unknown but

deterministic sources [59].

While the EM algorithm o�ers a clear improvement over the ML estimator in computa-

tional speed, the simultaneous update of all parameters canlead to slow convergence [62].

Di�culties may also arise with the maximization step of the EM algorithm when smooth-

ness penalties, which may be necessary with a very large parameter space, are used.

In [62], the Space-Alternating Generalized Expectation-Maximization (SAGE) Algo-

rithm is proposed, and an extension to the case of broadband signals is given in [63].

SAGE is a variant of the EM algorithm that involves sequential update of the parameters

thereby increasing the rate of asymptotic convergence. In order to update the parameters

sequentially, the algorithm alternates between several hidden-data spaces, updating a sub-

set of the parameter vector each time. The use of a separate hidden-data space for each

parameter, in this manner, automatically decouples the parameter updates, resulting in

a simpler maximization step, and eliminating problems whenusing smoothness penalties.

The SAGE algorithm has been shown numerically to result in improved convergence

rates when compared to the original EM algorithm [64, 65]. However, it has also been

demonstrated that SAGE may become unstable for low SNR and small number of snap-

shots. The sensitivity of the SAGE algorithm to initial estimates is also greater than the

sensitivity of the EM algorithm when estimating the direction of arrival of closely located

sources [64, 65].

3.5 Subspace Fitting Techniques

In recent years subspace �tting techniques have been developed, with the aim of combin-

ing the low computational complexity of subspace based techniques with the statistical

properties of the parametric approach [53, 66{68]. Once again these techniques can be

implemented in the frequency domain in the case of broadbandsignals, and as with all

subspace techniques they are based on the structure of the covariance matrix R [2]:

R = A (f c; � ) R sA H (f c; � ) + � 2I : (3.75)

Then, as discussed in section 3.3, if there areP sources present,R s has rank P, and

Es, de�ned in equation (3.25), spans theP-dimensional signal subspace. Therefore, the

(P � P) matrix T must exist such that:
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Es = A (f c; � ) T : (3.76)

This equation forms the basis of the subspace �tting techniques. In practiceR is

unknown and must be estimated, and the eigendecomposition of the estimated covariance

matrix bR is given by [69, 70]:

bR = bEs� s
bEH

s + � 2
n

bEn
bEH

n : (3.77)

Because of this estimation, there is no value of� which will result in an exact solution

to bEs = A (f c; � ) T . Instead, the estimates of� and T are given by �nding the least

squares solution of the following:

b�; bT = arg min
�; T






 bEs � A (f c; � ) T








2

W
(3.78)

= arg min
�; T

� h
bEs � A (f c; � ) T

i
W

h
bEs � A (f c; � ) T

i H
�

; (3.79)

whereW is a positive, semi-de�nite weighting matrix, with optimal value [67, 68]:

W opt =
�

b� s � b� 2
n I

� 2
b� � 1

s ; (3.80)

and b� 2
n is a consistent estimate of the noise variance.

From (3.78), it can be seen that the solution of the least squares problem results in

the following estimated values ofT and � :

bT = A y (f c; � ) bEs (3.81)

b�
SSF

= arg min
�

V SSF (� ) ; (3.82)

where:

V SSF (� ) =





 bEs � A (f c; � ) A y (f c; � ) bEs








2

W
(3.83)

=





 P?

A (f c; � ) bEs






 (3.84)

= T r
n

P?
A (f c; � ) bEsW bEH

s

o
: (3.85)

The SSF (or Weighted Subspace Fitting (WSF)) estimate of� is therefore the vector of

DOA values that results in the subspaces ofbEs and A (f c; � ) being as close as possible.
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The second of the subspace �tting techniques is called NoiseSubspace Fitting (NSF),

and is based on the MUSIC relation given in equation (3.28). The estimate of� is then

given by:
b�

NSF
= arg min

�
V NSF (� ) ; (3.86)

where:

V NSF (� ) =





 bEH

n A (f c; � )







2

U
(3.87)

= T r
n

bEH
n A (f c; � ) UA H (f c; � ) bEn

o
(3.88)

= T r
n

UA H (f c; � ) bEn
bEH

n A (f c; � )
o

; (3.89)

and in this caseU is the weighting matrix. As in the case of the MUSIC technique, this

method is not accurate in the presence of coherent signals.

In the special case of a ULA, the structure of the array can once again be used to

reduce the necessary computations when using SSF techniques. This approach is similar

to the Root-MUSIC algorithm; instead of parameterizingA , the null-space ofA H is

parameterized, thereby once again eliminating the need fora numerical search.

3.6 Time Delay Estimation (TDE)

Time Delay Estimation (TDE) is an indirect approach to �ndin g the location of a source,

based on a two stage algorithm. Firstly, the time delay associated with a signal arriving

at a pair of microphones is estimated. The delay estimates are converted to distances

and a Least Squares (LS) �t is then usually applied to �nd the source location. In this

approach, the time delays for di�erent sensor pairs are estimated directly, making a search

over the entire source location space unnecessary.

TDE techniques are computationally far less demanding thanbeamforming or para-

metric techniques, a big advantage when designing practical localization systems. How-

ever, the resolution that can be achieved using TDE techniques is severely limited by

the temporal sampling frequency and the inter-microphone spacing. The advantages and

disadvantages of these techniques are discussed in full in chapter 5.

The most common method for estimating the Time Di�erence of Arrival (TDOA)

between a signal arriving arriving at two microphones, is byuse of correlation-based

techniques, in particular the General Cross Correlation (GCC) method [71]. If x1 (t) and

x2 (t) are the signals received by microphones 1 and 2 of a microphone pair due to a source

p emitting a signal sp (t) then the received signals can be expressed as:
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x1 (t) = sp (t) + n1 (t) (3.90)

x2 (t) = �s p (t + �� p) + n2 (t) (3.91)

where: �� p is the TDOA, n1 (t) ; n2 (t) are the noise signals received by sensors 1 and 2

respectively, and are assumed to be jointly stationary, uncorrelated and also uncorrelated

with s (t) :

De�ning X 1 (! ) and X 2 (! ) as the frequency transformations ofx1 (t) and x2 (t) respec-

tively, the cross-correlation of the received signalsRx1 ;x2 (�� ) is calculated as the inverse

Fourier transform of the received signal cross spectrumX 1 (! ) and X �
2 (! ), scaled by a

weighting function, W (! ). The weighting function is selected to compensate for signal

degradation arising from background noise or reverberation. The time delay estimate,
c�� p is given by the lag value that maximises the cross-correlation between thex1 (t) and

x2 (t)

Rx1 ;x2 (�� p) = F � 1 f W (! ) X 1 (! ) X �
2 (! )g; (3.92)

where the weighting function W (! ) is selected in order to minimize performance

degradation due to background noise or reverberation depending on the environment in

question. The time-delay estimate is then the value that maximises the correlation:

c�� p = arg max�� p [Rx1 ;x2 (�� p)] ; (3.93)

and the corresponding DOA estimate is given by:

b� T DE = cos� 1

(
v c�� p

f s�

)

: (3.94)

From equation (3.94) it can be seen that interpretation of the time delay as a DOA

estimate is reliant on knowledge of the propagation speed ofthe signal. While the propaga-

tion speed is usually assumed to be known [72] this is not always the case, and in recent

years, methods have been proposed for estimating the Time Delay of Arrival (TDOA)

when the propagation speed is unknown [73].

As discussed in section 3.2.1 one of the main disadvantages of this approach is the

severe limitation on the resolution achievable due to the fact that delay di�erences less

than the temporal sampling rate cannot be resolved. This quantization e�ect is especially

serious for arrays with small inter-microphone spacing as the true delays may be less than a

sample unless operating at high sampling frequencies. A possible approach for broadband
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signals is to increase the inter-microphone spacing, the maximum allowable distance before

phase-wrapping occurs depends on the fundamental frequency, the characteristics of the

incident signal and the levels of reverberation. In [74] it was shown that for certain singing

voices the modulating e�ects of vibrato result in the inter-microphone spacing being

determined by the low vibrato or modulating frequency as opposed to the fundamental

frequency of the note being sung.

In the presence of background noise a Maximum Likelihood (ML) weighting as given

in equation (3.95) is applied that uses estimates of the background noise present in order

to emphasize frequency components with higher SNR [71]. This method is called the

Generalized Cross-Correlation (GCC) method and is the mostwidely used TDE technique.

WML =
jX 1 (! )j jX 2 (! )j

jN1 (! )j2 jX 2 (! )j2 + jN2 (! )j2 jX 1 (! )j2
(3.95)

The GCC performs well in moderately noisy environments, however in the case of low

SNR the accuracy of the delay estimates will be signi�cantlyreduced [71].The performance

also rapidly degrades in the presence of reverberation as the mathematical model is based

on the assumption of free space propagation, and it relies onthe spectral characteristics

of the received signal, which are modi�ed by multipath propagation. One approach to

improving performance of the GCC �lter, which has recently been investigated is the use

of any prior knowledge about the signal structure, such as the harmonic structure of the

speech signal [12] or the characteristics of a singing signal [75].

The phase correlation method (PHAT) reduces the e�ect of multi-path propagation by


attening the magnitude spectrum and thereby de-emphasizing the frequency-dependent

weightings:

WP HAT =
1

jX 1 (! ) X �
2 (! )j

: (3.96)

This normalization weighting function places equal emphasis on each component of

the cross-spectrum phase [71] and results in improved accuracy under mildly reverberant

conditions [76], while also having the bene�t of requiring no background noise estimate.

However, in highly reverberant environments, serious inaccuracies in the TDOA estimates

will still arise, as the reverberation produces spurious peaks that have greater amplitude

than the peak due to the true source. These e�ects are investigated in [77] and [78]. The

performance of the PHAT method is also poor in the presence ofbackground noise due

to accentuation of components with poor SNR.

Previous attempts to improve the overall con�dence level ofTDOA estimates have in

some situations been successful. However, in highly reverberant or noisy environments

large errors in the delay estimates can be expected. By usingthree separate reliability
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criteria the con�dence of every TDOA estimate is found in [79]. These reliability criteria

are based on both psycho-acoustic knowledge and propertiesof the GCC function itself,

and provide a practical analysis of the quality of the TDOA estimates achieved.

A technique called "`hemisphere sampling"' which improvesthe robustness of TDE

techniques to reverberation and low SNR was recently proposed in [17, 80, 81]. The ini-

tial step in this approach consists of computing the cross-correlation, Rx1 ;x2 (�� p) (equa-

tion 3.92). For each microphone pair a hemisphere surrounding the microphones is then

mapped out from the source location corresponding to each value of the correlation. The

likelihood of a given source location is equal to the value ofthe correlation corresponding

to this location. The results from each microphone pair are mapped onto the hemisphere

in this manner and the estimate of the source location is given by the peak of the entire

hemisphere. As the decision on the source location is delayed and all the information

available is used, the resulting estimation technique is more robust than traditional delay

estimation techniques.



4
Model Order Determination

4.1 Introduction

The initial step in array processing is the determination ofthe number of sources present,

called the model order determination step. Once the number of sources, or the model

order, is known, estimation of the required parameters can be performed. While successful

determination of the number of sources is important for all DOA estimation schemes, it

is especially important in order to obtain good performancefor high-resolution direction

�nding estimators.

A lot of work has been published concerning the problem of model order selection.

Estimating the number of sources is traditionally thought of as being equivalent to the

determination of the number of eigenvalues of the covariance matrix that di�er in value

from the smallest eigenvalue [82]. Such an approach leads toa rank reduction principle

in order to separate the noise from the signal eigenvalues [83]. Anderson [84] gave a

hypothesis testing procedure based on the con�dence interval of the noise eigenvalue, in

which a threshold value must be assigned subjectively. He showed that the ratio of the

log-likelihood to the number of snapshots is asymptotic to a� 2 distribution. For a small

number of snapshots, James introduced the idea of \modi�ed statistics" [85]. In [86],

Chen et al. proposed a method based on prior knowledge of the observation probability

47
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density function that detects the number of sources presentby setting an upper bound

on the value of the eigenvalues.

For thirty years, Information Theoretic Criteria (ITC) app roaches have been widely

suggested for detection of multiple sources [87]. The best known of this test family

are the Akaike Information Criterion (AIC) [88] and the Minimum Description Length

(MDL) [69, 89, 90].

These tests are based on a decomposition of the correlation matrix R x into two or-

thogonal components, the signal and noise subspaces, and are used here as benchmarks.

The aim of the AIC method is to determine the order of a model using information

theory. Using the expression given in [69] for the AIC, the number of sources is the integer
bP which, for m 2 f 0; 1; : : : ; M � 1g, minimizes the following quantity:

AIC (m) = � N (M � m) log
�

g(m)
a(m)

�
+ m(2M � m); (4.1)

whereg(m) and a(m) are respectively the geometric and arithmetic means of the(M � m)

smallest eigenvalues of the covariance matrix of the observation. The �rst term is the log-

likelihood residual error, while the second is a penalty forover�tting. This criterion does

not correctly estimate the number of sources with a probability of one, even with an

in�nite number of samples.

The MDL approach is also based on information theoretic arguments, and the selected

model order is the one which minimizes the following expression:

MDL (m) = � N (M � m) log
�

g(m)
a(m)

�
+

1
2

m(2M � m) logN: (4.2)

The form of the MDL used here is that given in [69]. The di�erence between the AIC and

the MDL methods is in the penalty term which has been modi�ed in the MDL to yield

asymptotic consistency.

The AIC is not consistent and tends to over-estimate the number of sources present,

even at high Signal to Noise Ratio (SNR) values. While the MDLmethod is asymptotically

consistent, it tends to under-estimate the number of sources at low and moderate SNR.

In [91] a theoretical evaluation is given of the probabilityof over- and under-estimation of

source detection methods such as the AIC and MDL, under the assumption of asymptotic

conditions.

In an e�ort to moderate the behaviour of the AIC and MDL methods, Wong et

al. proposed a modi�ed ITC approach in [92], in which an alternative to the likelihood

function used in the AIC and MDL approaches is proposed. Thisapproach is based on

the observation that the eigenvectors are irrelevant in determining the number of sources
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present and instead the necessary information is containedin the eigenvalues. This leads

to the use of the marginal pdf of the observed eigenvalues as the log-likelihood function.

In [82] a general ITC is proposed in which the �rst term of the criterion can be selected

from a set of suitable functions. Based on this method Wu and Fuhrmann then proposed

a parametric technique as an alternative method of de�ning the �rst term of this criterion.

Using Bayesian methodology Djuri�c then proposed an alternative to the AIC and MDL

methods [93, 94] in which the penalty against over-parameterization was no longer inde-

pendent of the data. Some authors have also investigated thepossible use of eigenvectors

for model order selection [95, 96], but they generally su�erfrom the need to introduce prior

knowledge. More recently, Wu et al. [97] proposed two ways ofestimating the number of

sources by drawing Gerschgorin radii.

These algorithms work correctly when the noise eigenvaluesare similar or closely

clustered. However for a small sample size, where a sample isde�ned as small when the

number of snapshots is of the same order as the number of microphones, this condition

is no longer valid and the pro�le of noise eigenvalues arranged in decreasing order can

instead be seen to have an approximately exponential pro�le.

Recently this problem of detecting multiple sources was re-addressed by looking di-

rectly for a gap between the noise and signal eigenvalues [98]. In this way - and as an

alternative to the traditional approaches - a method of obtaining an estimate of the model

order based on the pro�le of the ordered noise eigenvalues was proposed in [1]. Based on

this test a method of determining the number of signi�cant targets (or re
ective sources)

in time reversal imaging was proposed in [99]. Assuming thatthe smallest eigenvalue is

a noise eigenvalue, the exponential pro�le of the ordered noise eigenvalues can be used

to �nd the theoretical pro�le of the noise-only eigenvalues. Starting with the smallest

eigenvalue a recursive algorithm is then applied in order todetect a mismatch greater

than a threshold value between each observed eigenvalue andthe corresponding theoreti-

cal eigenvalue. The index where such a mismatch �rst occurs is taken to equal the number

of sources present.

The test proposed in [99] uses thresholds obtained from the empirical dispersion of

ordered noise eigenvalues as discussed in section 4.5.1. Analternative method of deter-

mining the corresponding thresholds for a pre-de�ned falsealarm probability as discussed

in section 4.5.2 was then proposed in [70], and the improvement of the proposed method

compared to some of the classical tests was demonstrated. In[100] the proposed method

was seen to perform signi�cantly better than the classical tests when determining the

number of wideband acoustical sources using experimental results taken in a reverberant

environment.
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4.2 Problem Formulation

4.2.1 Principle of statistical tests based on eigenvalue pr o�le

Using the signal model given in equation (2.22), the noiseless observationsr (t) are de�ned

as a linear combination ofa(� 1); :::; a(� P ). Assuming independent source amplitudess(t),

the random vector r (t) spans the whole subspace generated by the steering vectors. As

discussed in chapter 3 this is the \signal subspace". Assuming P < M and no antenna

ambiguity, the signal subspace dimension isP. Consequently the number of non-zero

eigenvalues ofR r is equal to the number of sourcesP, with ( M � P) eigenvalues being

zero.

Now, in the presence of white noise, according to (3.20),R x has the same eigenvectors

as R r , with eigenvalues� x = � r + � 2; and � 2 is a degenerate order (M � P) eigenvalue.

Then, from the spectrum ofR x with eigenvalues in decreasing order, it becomes easy to

discriminate between signal or noise eigenvalues and determination of the model order

would be an easy task.

In practice, R x is unknown and must instead be estimated using:

bR x =
1
N

NX

t=1

x(t)x(t)H ; (4.3)

where N is the number of snapshots available.bR x involves averaging over the number

of snapshots available and thereforebR x ! R x , as N ! 1 , resulting in all the noise

eigenvalues being equal to� 2: However, when taken over a �nite number of snapshots, the

sample matrix bR x 6= R x . In the spectrum of ordered eigenvalues, the \signal eigenvalues"

are still identi�ed as the P largest ones. But, the noise eigenvalues are no longer equalto

each other, and the separation between the signal and noise eigenvalues is not clear (except

in the case of high SNR, when a large separation can be observed between signal and noise

eigenvalues), making discrimination between signal and noise eigenvalues a di�cult task.

4.2.2 Quali�cation of order estimation performance

Letting P equal the number of sources andbP the estimated model order, three mutually

exclusive propositions and their corresponding probabilities are considered:

bP = P : correct detection, Pd = P rob
h

bP = P
i

bP > P : over-estimation, Pfa = P rob
h

bP > P
i

bP < P : under-estimation, Pnd = P rob
h

bP < P
i

(4.4)
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Various methods can now be compared on the basis ofPd and Pfa values for various

numbers of sources, locations, and numbers of snapshots.

Usually, a detection threshold may be adjusted to provide the best compromise be-

tween detection and false alarm. In such situations, a common practice is to set the

threshold for a given value ofPfa (1% for instance) and to compare the corresponding

values ofPd for di�erent methods. The probabilities Pd and Pfa will be estimated from

statistical occurrence rates by Monte Carlo simulations.

4.3 Eigenvalue Pro�le Of The Correlation Matrix Un-

der The Noise-Only Assumption

As the noise eigenvalues are no longer equal for a small sample size it is necessary to

identify the mean pro�le of the decreasing noise eigenvalues. The eigenvalue pro�le of the

sample covariance matrix for the noise-only situationbR n = 1
N

P N
t=1 n (t) :n (t)H is therefore

considered. The distribution of the matrix bR n is a Wishart distribution [101] with N

degrees of freedom. This distribution can be seen as a multivariate generalization of the

� 2 distribution. It depends on N , M and � 2 and is sometimes denoted byWM (N; � 2I ).

In order to establish the mean pro�le of the ordered eigenvalues (denoted as� 1; :::; � M )

the joint probability of an ordered M -tuplet has to be known. The joint distribution of

the ordered eigenvalues is then [101]

p(� 1; :::; � M ) = �

 

�
1

2� 2

MX

i =1

� i

!  
MY

i =1

� i

! 1
2 (N � M � 1) MY

i>j

(� j � � i ) ; (4.5)

where � is a normalization coe�cient. The distribution of each eigenvalue can be found

[102], but this requires zonal polynomials and appears to produce unusable results.

Instead an alternative approach is used which consists of �nding an approximation of

this pro�le by conserving the �rst two moments of the trace ofthe error covariance matrix

de�ned by:

	 = R̂ n � R n = R̂ n � E
n

R̂ n

o
= R̂ n � � 2I : (4.6)

It follows from E f tr [	 ]g = 0, that

M� 2 =
MX

i =1

� i (4.7)

Note that 	 ij = 1
N

NP

t=1
ni (t):n�

j (t) � � 2� ij: It is easy to show that E
�

k	 ij k2	
= � 4

N in

the case of white Gaussian complex circular noise. Since thetrace of a matrix remains
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unchanged when the base changes, it follows that

E
�

tr
�

R̂ n � R n

� 2
�

=
X

i;j

E
�

k	 ij k2	 = M 2 � 4

N
=

MX

i =1

�
� i � � 2

� 2
(4.8)

The decreasing model retained for the approximation is:

� i = � 1r i � 1
M;N ; (4.9)

with 0 < r M;N < 1: Of course,rM;N depends onM and N , but is denoted by r for

simplicity. From equation (4.7) it can be seen that:

� 1 = M
1 � r

1 � r M
� 2 = MJ M � 2; (4.10)

where

JM =
1 � r

1 � r M
: (4.11)

Considering that (� i � � 2) = ( MJ M r i � 1 � 1) � 2, the relation (4.8) gives

M + N
MN

=
(1 � r )

�
1 + r M

�

(1 � r M ) (1 + r )
: (4.12)

From both simulation results shown in �gure 4.1, and experimental results reported in

literature (for example see [103]) the decreasing model of the noise-only eigenvalues can be

seen to be approximately exponential. Settingr = e� 2a (a > 0) (4.10) can be re-expressed

as:
M: tanh (a) � tanh (Ma)

M: tanh (Ma)
=

1
N

; (4.13)

where tanh is the hyperbolic tangent function. An order-4 expansion gives the following

bi-quadratic equation in a:

a4 �
15

M 2 + 2
a2 +

45M
N (M 2 + 1) ( M 2 + 2)

= 0 (4.14)

for which the positive solution is given by

a(M; N ) =

vu
u
t 1

2

(
15

M 2 + 2
�

s
225

(M 2 + 2) 2 �
180M

N (M 2 � 1) (M 2 + 2)

)

: (4.15)

As the calculation of the noise-only eigenvalue pro�le takes into account the number

of snapshotsN , this pro�le is valid for all sample sizes, with the exponential tending to

a horizontal pro�le as N ! 1 and the noise eigenvalues become equal.
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(a) M = 5 ; N = 5
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(b) M = 5 ; N = 20
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(c) M = 5 ; N = 100
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(d) M = 5 ; N = 1000

Figure 4.1: Pro�le of the ordered eigenvalues under the noise-only assumption for 50

independent trials, with M=5 and various values of N.
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Figure 4.2: Pro�le of ordered noise eigenvalues in the presence of 2 sources, and 10

microphones. The ordered pro�le of the observed eigenvalueis seen to break from the

noise eigenvalue distribution, when there are sources present.

4.4 A Recursive Exponential Fitting Test (EFT)

4.4.1 Test principle

The expressions for the noise-only eigenvalue pro�le can now be extended to the case

where the observations consist ofP non-coherent sources corrupted by additive noise.

Under these conditions the covariance matrix can be broken down into two complementary

subspaces: the source subspaceEs of dimensionP, and the noise subspaceEn of dimension

Q = M � P. Consequently, the pro�le established in the previous section still holds for

the Q noise eigenvalues, and the theoretical noise eigenvalues can be found by replacing

M with Q in the previous expressions for the noise-only eigenvalue pro�le.

The proposed test then �nds the highest dimensiondn of the candidate noise subspace,

such that the pro�le of thesedn candidate noise eigenvalues is compatible with the theo-

retical noise eigenvalue pro�le. The main idea of the test isto detect the eigenvalue index

at which a break occurs between the pro�le of the observed eigenvalues and the theoretical

noise eigenvalue pro�le provided by the exponential model.Figure 4.2 shows how a break

point appears between the signal eigenvalues and the theoretical noise eigenvalue pro�le,

while the observed noise eigenvalues are seen to �t the theoretical pro�le.
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Firstly, an eigen-decomposition of the sample covariance matrix is performed and the

resulting eigenvalues� 1; : : : ; � M ; called the observed eigenvalues in the following discus-

sion, are arranged in order of decreasing size. Beginning with the smallest observed

eigenvalue� M , this is assumed to be a noise eigenvalue, giving the initialcandidate noise

subspace dimensiondn = 1. Then using � M , dn = 1 and the prediction equations (4.10)

the next eigenvalue of the theoretical noise eigenvalue pro�le b� M � 1 can be found [1]:

�̂ M � dn = ( dn + 1) Jdn +1 �̂ 2; (4.16)

with Jdn +1 =
1 � rdn +1 ;N

1 � (rdn +1 ;N )dn +1 , (4.17)

and �̂ 2 =
1

dn + 1

dnX

i =0

� M � i : (4.18)

Now taking both � M and b� M � 1 to be noise eigenvalues, corresponding to a candidate

noise subspace dimensiondn = 2; equations (4.16)-(4.18) are applied again to predict
b� M � 2.

These steps are then repeated, and for each step the candidate noise subspace dimen-

siondn is increased by one. Then taking all the previously estimated noise eigenvalues, the

next noise eigenvalue in the theoretical pro�lê� M � dn is found. this process is continued

until dn = M � 1; and the M eigenvalues of the theoretical noise-only pro�le,b� 1; : : : ; b� M

have been calculated, (whereb� M = � M ).

The following two hypotheses are de�ned:

Hdn +1 : � M � dn is a noise eigenvalue. (4.19)

H dn +1 : � M � dn is a signal eigenvalue. (4.20)

Then, starting with the smallest eigenvalue pair (that are not equal) b� M � 1 and � M � 1,

the relative distance between each of the theoretical noiseeigenvalues and the corre-

sponding observed eigenvalue is found, and compared to the threshold,� dn
found for that

eigenvalue index, equations (4.21) and (4.22). Selection of a suitable threshold is discussed

in sections 4.5.

Hdn +1 :

�
�
�
�
�
� M � dn � b� M � dn

b� M � dn

�
�
�
�
�

� � dn
(4.21)

H dn +1 :

�
�
�
�
�
� M � dn � b� M � dn

b� M � dn

�
�
�
�
�

> � dn
(4.22)
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If the relative di�erence between the theoretical noise eigenvalue and the observed eigen-

value is less than (or equal to) the corresponding thresholdthe observed eigenvalue

matches the theoretical noise-only eigenvalue pro�le, andso it is deemed to be a noise

eigenvalue, which is the case shown by equation (4.21).

The next eigenvaluesb� M � 2 and � M � 2 are then compared in the same manner. This

process continues until a pair of eigenvaluesb� M � dn and � M � dn ; whose relative di�erence

is greater than the corresponding threshold as shown in equation (4.22), is found.

4.4.1.1 Note on the complexity

The proposed EFT method requires calculation of the sample correlation matrix for each

set of observations. An eigenvalue decomposition of this matrix must then be performed

and the smallest of the observed eigenvalues is used to predict the theoretical noise-only

eigenvalue pro�le. The computational cost of the EFT methodis therefore of the same

order as that of the AIC and MDL tests.

4.5 Computation of Thresholds

4.5.1 Using the empirical distribution of the noise-only ei gen-

value pro�le

In many situations a practical approach to selecting a suitable threshold � dn
for each

step, is to consider the empirical distribution of the noise-only eigenvalue pro�le. This

is emphasized in �gure 4.3, where the large dots denote the mean value of each ordered

eigenvalue empirically obtained over 10000 realizations.Assuming a normal distribution

for each ordered eigenvalue, this �gure reports the width corresponding to a six standard

deviation truncation. For clarity of presentation, the �gure only shows a few realizations,

linking the corresponding eigenvalues. The threshold for each step,dn , is chosen as half

the width of the corresponding eigenvalue in the noise-onlydistribution. It should be

noted that these relative� dn
are independent of the noise power.

4.5.2 Selecting a threshold to ensure a pre-determined fals e

alarm probability is observed

Alternatively it may be desirable to determine the thresholds to ensure that a preset

probability of false alarm Pfa is observed. From the de�nition ofPfa given in equation

(4.4) the expression for thePfa in the noise-only case can be decomposed as follows:
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Pfa = Pr
h

bP > P0jP = P0

i
for P0 = 0; 1; 2; :::; M � 1: (4.23)

For the noise-only caseP0 = 0, and the expression forPfa can be decomposed as follows:

Pfa = Pr
h

bP > P0jP = P0

i
(4.24)

=
M � 1X

i =1

Pr
h

bP = i jP = 0
i

(4.25)

=
M � 1X

dn =1

P (dn )
fa ; (4.26)

where P (dn )
fa = Pr

h
bP = M � dn jP = 0

i
is the contribution of the dn th step to the total

false alarm.

Re-expressing equations (4.21) and (4.22) results in:

Hdn +1 : Q(dn ) =

�
�
�
�
�

� M � dnP M
i = M � dn

� i

�
�
�
�
�

�
�
� dn

+ 1
�

Jdn +1 (4.27)

�Hdn +1 : Q(dn ) =

�
�
�
�
�

� M � dnP M
i = M � dn

� i

�
�
�
�
�

>
�
� dn

+ 1
�

Jdn +1 ; (4.28)

resulting in the following expression forP (dn )
fa in the noise-only situation:

P (dn )
fa = Pr

�
Q (dn ) >

�
� dn

+ 1
�

Jdn +1 jP = 0
�

: (4.29)

Then, denoting the distribution of Q (dn ) as f dn (q) and the threshold � dn
is de�ned by

the following integral equation:

P (M � dn )
fa =

Z + 1

Jdn +1 (� dn +1 )
f dn (q) dq: (4.30)

Solution of this equation in order to �nd � dn
is reliant on knowledge of the distribution

f dn (q) : For dn = M and dn = M � 1 the distribution is known and is given in [69], but

is unusable in this application. It appears that this statistical distribution is not known

for other values ofdn . Hence, numerical methods must instead be used in order to solve

for � dn
.

4.5.2.1 Threshold determination by Monte Carlo Methods

Using I = P (M � dn )
fa for the sake of notational simplicity, equation (4.29) can be rewritten

as:

I =
Z

D
p(� 1; :::; � M )

MY

i =1

d� i = E [1D ] (4.31)
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whereD is the domain of integration de�ned as follows

D =
�

0 < � M < ::: < � 1 < 1j Q (dn ) > J dn +1

�
� dn

+ 1
�	

; (4.32)

and 1D (� 1; :::; � M ) is the indicator function over the domainD. Its value is unity if the

eigenvalues belong toD and zero otherwise.E [1D ] is the expected value of the indicator

function. Equation (4.31) can then be estimated by Monte Carlo simulation, in which the

steps are:

ˆ Generation of q noise-only sample correlation matrices, whereq is the number of

the Monte Carlo trials to be run,

ˆ Computation of the ordered eigenvalues for each of theseq matrices: (� 1;j ; :::; � M;j )

1 � j � q,

ˆ Estimation of I by bI = 1
q

P q
j =1 1D (� 1;j ; :::; � M;j ) :

As the Pfa is usually very small,q must be statistically determined in order to obtain

a pre-de�ned precision for the estimation ofI . Because of the Central Limit Theorem
bI follows a Gaussian law. Consequently, denoting the standard deviation of bI as � , the

following is true: Pr
hp

q
�

�
�
� I � Î

�
�
� < 1:96

i
= 0:95, where Pr[x < y ] is the probability that

x < y: � 2 = E
�
(1D (:))2�

� I 2 = I � I 2; and asI � I 2 � I , we can say that� =
p

I .

4.5.2.2 Application

For M = 5 microphones and a false alarm probability of 1%, identically distributed over

the M � 1 steps of the test,I = P (M � dn )1� dn � 4
fa = 0:01

4 = 0:0025:

Then, with a probability of 95%, we want to estimatedI pfa with an accuracy of 10%,

i.e. we want to �nd dI pfa such that I pfa � dI pfa = 0:1 (I pfa ) ; where 0:10:1 (I pfa ) = � 2

q :

Solving for q in this situation, we see thatq = 160000 Monte Carlo trials are needed. In

�gure 4.4 the P (M � dn )
fa versus� dn

is plotted. From this � dn
is selected for eachdn and for

a given Pfa .

4.6 Comparison with Classical Tests

4.6.1 Simulation Examples

Initially, in order to evaluate the test performance in white Gaussian complex noise, com-

puted simulations have been performed for a uniform linear array of �ve omnidirectional
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Figure 4.4: Threshold computation for each step in the case whereM = 5 and N = 10.
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microphones. Six snapshots are used for the covariance estimation. Two random sources,

of the same power, impinge on the array at 0� and +10� . The SNR is de�ned as:

SNR = 10: log10

�
� 2

s

� 2

�
; (4.33)

where � 2
s is the power of one of the sources, and� 2 is the noise power.
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Figure 4.5: Results for the EFT, the MDL and the AIC. In this case the correct model

order is 2, the number of snapshotsN = 6, and the number of microphonesM = 5. The

EFT thresholds have been determined to result inPfa = 1%

Unlike AIC and MDL, the proposed test provides a way for controlling overestimation

if necessary, through the appropriate choice of thresholds. Direct comparison is di�cult

because AIC and MDL have a higher uncontrollable false alarmrate than the proposed

test, which is initially set at 1 %. From �gures 4.5 it can alsobe seen that the proposed

algorithm has a far higher probability of correctly detecting the number of sources present

for SNR values greater than around 0dB, even though thePfa is constrained to be 1%

and as such is much lower than those of the other tests.

The threshold for the EFT test is then recalculated to allow for a false alarm probability

of 10%, as shown in 4.6. Even though the allowable false alarmhas been increased

the probability of false alarm for the EFT remains signi�cantly lower than that of the

other tests as can be seen in �gure 4.6. Determining the threshold to observe a very

low false alarm probability may lead to non-detection of sources. For many acoustical

array processing problems non-detection of sources is undesirable and for this reason the

threshold is determined to observe aPfa of 10% for all the following tests.
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Figure 4.6: Results for the EFT, the MDL and the AIC. In this case the correct model

order is 2, the number of samplesN = 6, and the number of microphonesM = 5. The

thresholds for the EFT have been determined to result inPfa = 10%

Next the performance of the three tests for simulations of the case of two male speak-

ers is evaluated. The speech signals are received by an antenna of 5 microphones in the

presence of Complex White Gaussian Noise and the frame length of 6 samples (0:375ms)

is used for the covariance estimation. In order to establishthe threshold for the EFT,

the relative di�erence between the noise-only eigenvalue distribution and the predicted

distribution is considered for 16000 Monte Carlo trials, where the number of trials neces-

sary was found as described in section (4.5.2.1). In �gure 4.7(a) it can be seen that for

this situation that the EFT outperforms the AIC and MDL metho ds, and as the SNR

increases detects the correct number of sources with a probability of 1. From �gure 4.7(b)

it can be seen that as expected thePfa for the EFT is around 10%, while that of the

other tests is signi�cantly greater.

4.6.2 Room Response Simulations

The previous simulations do not take into the considerationthe presence of reverberation,

and therefore do not give an accurate indication of the performance that can be expected

in a practical situation. Simulations of the following experimental situation using room

Enhanced Acoustic Simulator for Engineers (EASET M ) simulation software are there-

fore considered. This software models the transmission of the signals from the speci�ed

sources to the microphone array, taking into account the dimensions and other acoustic

characteristics of the room.
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Figure 4.7: Results for the EFT, the MDL and the AIC for simulated case of 2speech

sources received in presence of complex Gaussian White Noise and no reverberation, for

the case whereN = 10 and M = 5. The thresholds for the EFT have been determined

to result in Pfa = 10%

A microphone array of 5 omni-directional microphones arranged in a Uniform Linear

Array (ULA) was simulated with inter-microphone spacing of3:4cm. In order to ensure

that � � � min, where � is the distance between the microphones, the signals were

�ltered to ensure a maximum frequency of 5kHz: A model of a medium sized classroom

or meeting room with dimensions 5:38m � 6:9m � 2:44m, containing desks, chairs and a

white board at the top wall was used.

The responses were then found for 2 sources with DOAs of 70o and 110o, as shown in

�gure 4.8. The horizontal distance between the array and thesources was 1:5m, allowing

for the far-�eld assumption to be made. The height of the microphone array and the

sources were equal. The environmental noise came from a roomfan located in the ceiling,

tra�c noise from outside the window and reverberation (reverberation time T60 � 0:5s).

The experiment was repeated for two (di�erent) male speakers, two (di�erent) female

speakers, and �nally one male and one female speaker.

The sampling frequency used wasf s = 16kHz, and the number of samples used to

determine the model order wasN = 100; (6:25ms), with a 50% overlap between frames.

In order to establish the thresholds recordings were taken of the background noise in

order to �nd the distribution of the noise only eigenvalues.The threshold is then selected

from this distribution, in order to observe a false alarm probability over the entire test,

as described in section 4.5. In this case the allowable falsealarm was set at 10%.
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Figure 4.9: Male source signals
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Figure 4.10: Female source signals
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Figure 4.11: Impulse responses from the sources to the centre microphonein the array.

These responses are found usingEASE T M acoustic simulation software. The impulse

responses are simulated for a given setup based on the acoustical properties of the venue

and the geometrical con�guration of the source and microphone array.
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The impulse responses produced by this software give a good indication of the e�ect

of reverberation on the test, although they usually simulate higher reverberation levels

than those encountered experimentally. The source signalsused are two male speakers,

and the additive background noise is simulated complex White Gaussian Noise, as in the

previous case.

The performance of the tests is evaluated as the Useful-to-detrimental ratio is in-

creased. The Useful-to-detrimental ratio is a measure of the strength of the bene�cial

early-arriving re
ections, to the later arriving sounds and the background noise [104].

The cut-o� time between the bene�cial and detrimental re
ections depends on the room

impulse response, and for rooms such as o�ces or meeting rooms has been shown to lie

between 25� 30ms [105]. Here, the energy of the �rst 25ms of the impulse response is

used to compute the energy of the early arrivalsE, and the energy of the impulse re-

sponse from 25ms to 500ms (T60) is the energy of the late arrivalsL. The power of the

background noise present isN , and the Useful-to-detrimental ratio,U25 is de�ned as:

U25 = 10 log
�

E
L + N

�
dB: (4.34)

For this case the thresholds are established as described insection 4.5.2, however this

time instead of using simulated white noise, recordings were taken in the room when there

were no sources present. These recordings are then used to �nd the eigenvalue distribution

in the noise-only case.
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Figure 4.12: Probability of false alarm for the EFT, the MDL and the AIC using room

simulator EASE, as the Useful-to-Detrimental Ratio,U25; is increased.

From the results, shown in �gure 4.12 it can be seen that the introduction of the
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Pd (%) Pfa (%) Pnd (%)

EFT 87.32 0 12.68

AIC 0.88 99.12 0

MDL 2.36 97.64 0

Table 4.1: Results found by EFT, AIC and MDL tests using experimental recordings of

two di�erent male speakers.
Pd (%) Pfa (%) Pnd (%)

EFT 65.96 0 34.04

AIC 0 100 0

MDL 2.46 97.54 0

Table 4.2: Results found by EFT, AIC and MDL tests using experimental recordings of

two di�erent female speakers.

reverberation causes a serious deterioration in the accuracy of the AIC and MDL tests.

While the probability of detection of the EFT is reduced slightly it is much higher than

that of the other tests in this case, while the probability offalse alarm remains much

lower. The results of the AIC and MDL vary only slightly with increasingU25, and it is

clear that both these tests are highly unsuitable in the presence of reverberation.

4.6.3 Experimental Results

In this section the results of the EFT, the MDL and the AIC are compared for the physical

environment modelled in the previous section. Firstly the case of two male speakers is

considered, then the case of the two female speakers and �nally the case of one male and

one female speaker. Once again the thresholds are found using recordings taken in the

absence of a source, and observe a pre-de�ned false alarm probability of 10%. Tables 4.1-

4.3 respectively, show the results for the cases of: two malespeakers, two female speakers,

and one male and one female speaker.

The results from the experimental recordings con�rm those of the simulated room

response. Once again the AIC and MDL methods perform very poorly in the presence
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Pd (%) Pfa (%) Pnd (%)

EFT 74.48 0.59 24.93

AIC 0.59 99.41 0

MDL 3.56 96.44 0

Table 4.3: Results found by EFT, AIC and MDL tests using experimental recordings of

one male and one female speakers.

of reverberation, and they over-estimate the true number ofsources. The EFT greatly

outperforms the other two methods, showing its suitabilityfor determining the number

of speakers in such an environment.

The robustness of the EFT to the e�ects of reverberation can be attributed to the fact

that the threshold is selected using recordings taken in theroom when there is no source

present. The selection of the threshold then acts as a training step for the test taking the

room impulse response into account. This initial training step makes the EFT less likely

to mistakenly classify a re
ection as a source. However, on the other hand the AIC and

MDL methods have no such training step and therefore mis-classify re
ections as sources.

4.7 Conclusion

In any source localization scheme, accurate knowledge of the number of sources is essential.

As well as being necessary for accurate localization, such information may also be used

for noise cancellation. In this chapter, a new test for modelorder selection based on the

geometrical pro�le of noise-only eigenvalues, has been proposed. The noise eigenvalues for

white Gaussian noise have been shown to �t an exponential lawwhose parameters have

been predicted. Contrary to traditional algorithms, this test performs well when there is

a small number of snapshots used for the estimation of the correlation matrix. Another

important advantage over classical tests is that the false alarm probability observed can

be controlled through selection of the threshold. Moreover, the computational cost of the

proposed method is of the same order as those of the AIC and MDL.

The performance of the proposed test was then compared to that of the AIC and MDL

tests for the problem of determining the number of speakers in a moderately reverberant

environment. It has been shown that in the absence of reverberation, all three tests

perform well in the presence of white Gaussian noise for SNR levels of higher than 5dB.
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Using EASET M (Enhanced Acoustic Simulator for Engineers) room simulation software,

it has then been shown that once reverberation is introducedthe performance of all three

tests is reduced, and the EFT greatly outperforms the AIC andMDL methods, both of

which overestimate the number of sources present. These results were then con�rmed

using experimental recordings.

The novel contributions made in this chapter include the application of the test orig-

inally proposed in [1] to model order determination in the acoustic context. The perfor-

mance of this model order determination method was then compared to that of the AIC

and MDL tests using both computer simulations and experimental recordings, which take

into account the e�ect of both SNR and the presence of reverberation on the performance

of the model order determination methods.



5
Comparison of Direction of Arrival

Estimators

5.1 Introduction

In chapter 2 it was shown that there is no standard technique guaranteed to produce an

optimal estimator for DOA estimation, and instead a suitable sub-optimal estimator must

be selected. In order to select a suitable estimator from thelarge number of sub-optimal

estimators that exist, the properties of both the signal andthe surrounding environment

must be considered. For di�cult estimation problems, e.g. low SNR and/or small number

of samples, it may be necessary to use any availablea priori knowledge of the signal or

environment in order to improve the estimator performance [75].

In this chapter, we consider three of the commonly used DOA estimation schemes:

Maximum Likelihood (ML) Estimation (section 3.4), the Mult iple Signal Classi�cation

(MUSIC) technique (section 3.3.1) and Time-Delay Estimation (TDE) (section 3.6). The

characteristics of these methods are examined and the advantages and disadvantages

pertaining to each are established. We then evaluate the performance of the algorithms

for various localization situations, and comparisons are made using results from both

simulations and experimental recordings. In all cases, we assume the number of sources

70
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Ns is known. A full discussion of estimatingNs is given in chapter 4.

5.1.1 Maximum Likelihood (ML) Estimator

As discussed in chapter 3 the Maximum Likelihood (ML) estimates are calculated as the

values of the unknown parameters that maximize the likelihood function, or put another

way ML estimators select the set of parameters that make the observed data most likely.

Using the expression given in equation (3.58) an estimateb� is found for each individ-

ual frequency component within the range of interest. The estimate for each frequency

component is then weighted by the magnitude of the singular values at this frequency [33],

and the overall ML estimateb� ML is then given by:

b� ML (f ) = arg min
�

Tr
n

 (f ) P?
A (f; � ) bR XX (f )

o
; (5.1)

where,  (f ) is the weighting found from the trace of the estimated covariance matrix:

 (f ) =
PX

i =1

� i (f ) : (5.2)

The resolution that can be achieved using ML techniques depends on the grid, or range

of values of�; over which equations (5.1) are calculated. This makes the MLapproach

computationally very expensive, in particular for the caseof P > 1 sources, which results

in a P� dimensional search as discussed in chapter (3). In the following the Alternating

Projection (AP) algorithm is used in order to break the multi-dimensional parameter

search into a sequence of single-parameter searches, resulting in faster convergence rates

than iterative methods. De�ning the ML ambiguity function:

J (� ) = T r
n

 (f ) P?
A (f; � ) bR XX (f )

o
; (5.3)

the steps of the algorithm are as follows for the case of two sources [106]:

1. Estimate the DOA of the stronger source using a single source grid, (i.e. in the

same manner as when a single source is present)

b�
(0)

1 = arg min
� 1

f J (� 1)g: (5.4)

2. Estimate the DOA of the weaker source on a single-source grid under the assumption

of a two-source model while keeping the �rst source locationestimate from Step 1

constant
b�

(0)

2 = arg min
� 2

f J ([� 1; � 2])g : (5.5)
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3. A grid search is then performed to �nd the DOA of the �rst source while keeping

the estimate of the second source DOA from Step 2 constant

b�
(i )

1 = arg min
� 1

f J ([� 1; � 2])g : (5.6)

4. Holding the estimate of the �rst source DOA found in Step 3 constant, a grid search

is then performed to �nd the next estimate of the second source DOA.

b�
(i )

2 = arg min
� 2

f J ([� 1; � 2])g : (5.7)

These steps are then repeated until convergence.

5.1.2 Multiple Signal Classi�cation (MUSIC)

Multiple Signal Classi�cation or MUSIC [21] is the best known of the subspace estimation

algorithms, as discussed in section 3.3.1. The DOA estimateis found by maximizing the

weighted MUSIC ambiguity function often referred to as the MUSIC \spatial spectrum":

b� MUSIC (f ) = arg max
�

f  (f ) PMUSIC (f; � )g ; (5.8)

where  (f ) is given by (5.2)PMUSIC is de�ned in (3.31).

This method is easily extended to the case ofP sources, by selecting theP values of

� that maximize equation (5.8), and therefore the presence ofmultiple sources does not

signi�cantly increase the computational complexity of thealgorithm.

The performance of the MUSIC algorithm approaches that of the ML method as the

number of snapshots increases to in�nity, and for uncorrelated signals the MUSIC estima-

tor is e�cient as long as M is also large [22, 23]. The advantage of the MUSIC technique

is that it o�ers signi�cant computational savings when compared to the ML estimator,

and a large increase in resolution when compared with TDE techniques. Unfortunately

however, MUSIC can show large bias in the case of a �nite number of samples and low

SNR, leading to an inability to resolve closely spaced sources. The performance of the

method degrades when the signals are correlated, and fails when the signals are coherent.

For a more detailed discussion on the characteristics of MUSIC see chapter 3.

5.1.3 Time Delay Estimation (TDE)

As discussed in section 3.6, Time Delay Estimation (TDE) techniques provide a compu-

tationally inexpensive method of estimating the location of a source, based on estimation
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of the time delay between the signal arriving at a pair of microphones, and this approach

is directly applicable to broadband signals.

This chapter considers the performance of the Phase-Correlation or PHAT technique

de�ned in equation (3.96).

The estimate of the Time Di�erence of Arrival (TDOA) for each microphone pair is

given by equation (3.93), and for a Uniform Linear Array (ULA) the TDOA will be the

same for each microphone pair. The overall TDOA estimate is then found, by adding the

weighted correlation for each microphone pair and selecting the delay value that maximises

the sum of these individual correlations:

c�� = arg max��

"
M � 1X

m=1

RX m ;X m +1 (�� )

#

(5.9)

This delay estimate is then substituted into equation (3.94) to �nd the corresponding

DOA estimate.

Multiple sources will result in separate peaks in the cross-correlation function, and

therefore the technique is easily extended to the multiple source case. However for the case

of multiple sources cross-correlation based techniques donot allow for distinction between

multiple sources with similar delay values, as the presenceof several close impulses leads

to a spread in the peak of the correlation function.

The biggest disadvantage of TDE techniques is that the resolution is strictly limited

by the temporal sampling frequency and the microphone spacing. The delays found can

only be equal to an integer number of samples, therefore the maximum resolution that

can be obtained is equivalent to the number of degrees corresponding to one sample:

b� RES = cos� 1

�
v

f s�

�
: (5.10)

This quantization e�ect results in a severe limitation on the resolution achievable at lower

sampling frequencies, in particular when the inter-microphone spacing � is small. This

e�ect becomes more pronounced as the DOA increases, as will be seen in section 5.2.

5.2 Simulation Results

Initially, the performance of the three localization methods are compared using simulations

of the scenario of a uniform linear array of �ve omnidirectional microphones. The distance

between the microphones is 3:4cm, which is equal to half the minimum wavelength (taking

the maximum frequencyf max = 5kHz). The sampling frequency used isf s = 16kHz,
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the speed of sound is taken to bev = 340m=s and the number of samples isN = 100;

(6:25ms), with a 50% overlap between frames.

5.2.1 Single Source

Initially the situation of single source emitting a speech signal is considered. The source

is located at i ) 20o; ii ) 70o and iii ) 90o; for SNR increasing from� 10dB to 30dB. For

each SNR, 100 Monte Carlo trials are run and the average DOA estimate and the MSE

are found. These results are shown in �gure 5.1.

From the results it can be seen that for SNR values of above 0dB the results from the

estimators do not change, and the MSE is constant for increasing SNR. However, below

the threshold point of 0dB the MSE increases rapidly with decreasing SNR.

The MSE is greatest forDOA = 20o and smallest forDOA = 90o. This is due to

the fact that sources perpendicular to the array are easiestto locate and as the angle

decreases localisation becomes more di�cult. The true angle of arrival can therefore be

seen to have an e�ect on the estimator performance. This is a characteristic of a ULA

and is not the case for a circular array where the minimum variance that can be achieved

is independent of the DOA [106].

For all SNR values above the threshold SNR, the MUSIC and ML estimators both

estimate the true DOA. As these methods are not based on an initial time delay estimate,

an arbitrary accuracy can be achieved and is dependent only on the number of samples

being su�ciently large, and the signal model su�ciently accurate. The performance of

these two estimators is similar, with the ML method having slightly lower MSE, which

is expected as MUSIC is known to have the same large sample accuracy as the ML

estimator [22, 107].

The TDE results can be seen to be limited by the temporal sampling frequencyf s,

and the inter-microphone spacing. This is because the time delay can only be estimated

to within an accuracy of one sample (equation (5.10)) corresponding in this case to an

angle of 51:32o. The introduction of this quantization error means that even for the cases

when the time-delay is correctly estimated, it is only possible to convert this to a precise

DOA estimate if the DOA happens to fall on one of the quantizeddelay values. However,

the low computational cost of TDE make it an attractive approach for situations where

a rough location estimate is su�cient.

In �gures 5.2 - 5.4 the spatial spectra (cf. chapter 3) of the three estimators at di�erent

SNR levels is examined. In each case the arrows indicate the true DOA estimate. It can

be seen that forSNR = 30dB the spatial spectra show clear global maxima (or a global

minimum in the case of the MLE). All the estimators will �nd th e true DOA value at this
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(a) DOA estimates, DOA = 20o.
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(b) Mean Square Error, DOA = 20o..
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(c) DOA estimates, DOA = 70o.
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(d) Mean Square Error, DOA = 70o.
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(e) DOA estimates, DOA = 90o.
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(f) Mean Square Error, DOA = 90o.

Figure 5.1: Performance of MUSIC, MLE and TDE techniques, for a speech signal

arriving at an array of M = 5 microphones and window lengthN = 50 samples. Results

are taken over 100 Monte Carlo trials for increasing SNR.
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(c) SNR = � 10dB

Figure 5.2: The normalised ML spatial spectrum for decreasing SNR (equation (5.1)).

The true DOA value is indicated by the arrow.

SNR. When the SNR is decreased to 0dB, the width of the mainlobe increases, and the

magnitude of the sidelobes can be seen to begin to increase. However, the mainlobe still

lies close to the true DOA value and the estimates will accordingly be close to the true

value, and operation can be said to be in the small-error region as the MSE will be small

(see chapter 6 for a full discussion on regions of operation). However, when the SNR is

reduced to� 10dB the magnitude of the sidelobes increase while the mainlobe decreases.

The DOA estimates from all three estimators will no longer beclose to the true DOA

value and we can see that this corresponds to the area of larger MSE seen for SNR values

below the threshold point of 0dB in �gure 5.1.
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Figure 5.3: The normalised MUSIC spatial spectrum for decreasing SNR (equation

(5.8)). The true DOA value is indicated by the arrow.
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(a) SNR = 30dB
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(b) SNR = 0 dB
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(c) SNR = � 10dB

Figure 5.4: The normalised TDE cross-correlation for decreasing SNR (equation (5.9)).

The true DOA value is indicated by the arrow.
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5.2.2 Multiple Sources

The situation of a two stationary sources emitting speech signals is now considered. The

sources are located at 70o and 110o and the SNR is increased from� 10dB to 30dB. For

each SNR 100 Monte Carlo trials are run and the average DOA estimate and the MSE

are found. These results are shown in �gure 5.5. Once again wecan see from the results

that, for high SNR, the MUSIC and ML techniques accurately estimate the DOA, while

the accuracy of the TDE results is reduced due to resolution problems. In this case it can

be seen that the threshold SNR is higher than for the case of a single source. This is due

to the fact that as the SNR decreases the peaks become less distinct from each other as

the lobes around the true values become wider.

The ability of the estimators to correctly estimate the DOA as the sources approach

each other is now investigated. In this case the SNR is held constant at 10dB. To begin

with, the sources are located at 5o and 1800, and then they are moved towards each other

simultaneously in steps of 10o (i.e. the sources are 20o closer after each step), until they

are a minimum distance of 15o from each other. The results of the three methods are

shown in �gures (5.6). As the sources move closer together, the advantage of the MUSIC

and ML methods becomes obvious, as at higher SNR levels and for sources with large

angle DOAs, these methods continue to accurately estimate the true DOA even when the

sources are separated by only 15o. However, when the SNR is reduced the ability of all

the techniques to accurately resolve the sources is reducedas the spectral peaks become

broader and merge together. Once again it can be seen that sources located at small

angles to the array are more di�cult to estimate.

5.2.3 Room Response Simulations

The performance of the estimators in the presence of reverberation is considered using

simulated impulse responses found from Enhanced Acoustic Simulator for EngineersT M

(EASE) simulation software. The response is found for a roomwith dimensions 5:38m �

6:9m� 2:44m, containing desks, chairs and a white board at the top wall. We compare the

results of the estimators over 100 Monte Carlo trials as the Useful-to-detrimental ratio,

U25 (as de�ned in equation (4.34)), is increased.

The results are shown in �gure 5.7 for the case of a single source emitting a white noise

signal with DOA = 70o. The presence of reverberation can be seen to lead to a slight

reduction in accuracy of the MUSIC and ML estimators compared to the earlier cases. In

particular, the MUSIC algorithm can be seen to su�er from thepresence of reverberation

and does not �nd the exact source location. The TDE results, above the threshold point
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(a) DOA estimates, DOA = 70o.
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(b) Mean Square Error, DOA = 70o.
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(c) DOA estimates, DOA = 110o
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(d) Mean Square Error, DOA = 110o

Figure 5.5: Performance of MUSIC, MLE and TDE techniques, when 2 speech signals

arrive at an array of M = 5 microphones, and window lengthN = 50 samples. The

results are averaged over 100 Monte Carlo trials for increasing SNR.
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Figure 5.6: Results of MUSIC, MLE and TDE techniques, for estimating theDOA of

2 white noise sources arriving at an array ofM = 5 microphones, and window length

N = 100 samples. The sources move toward each other in steps of10o, and the results

are averaged over 100 Monte Carlo trials at each position.
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(b) Mean Square Error.

Figure 5.7: Performance of MUSIC, MLE and TDE techniques, for the case ofa single

speech signal arriving at an array ofM = 5 microphones, with window lengthN = 50

samples. The DOA is equal to70o and the results are shown for increasingU25, with

averages taken over 100 Monte Carlo trials.

of U25 = 0dB; are similar to those in the non-reverberant case. Once again, the main

cause of the reduction in accuracy of the TDE approach is due to the limited resolution as

a result of the low sampling frequency and the short distancebetween the microphones.

Next the performance of the estimators is examined when there are two sources present.

The results are shown in �gures (5.8). It can be seen that the presence of reverberation

leads to a large degradation in the performance of the estimators when compared to the

case of additive noise only, shown in �gure 5.5. From comparison with the results for

the case of a single source, shown in (5.7), it can be seen thatthe presence of a second

source only results in a small reduction in accuracy, with the MUSIC algorithm showing

the greatest deterioration in performance. This can be attributed to the early arriving

re
ections (in this case re
ections arriving in the �rst 25ms) causing spreading of the

mainlobe.

5.3 Experimental Results

5.3.1 Experimental Setup

A microphone array of 5 omni-directional Rhode microphoneswere arranged in a Uniform

Linear Array (ULA) with inter-microphone spacing of 3:4cm. The experimental setup is

the same as was modelled by the room simulation software in the previous section, with

environmental noise coming from a room fan located in the ceiling and tra�c noise from
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(c) DOA estimates, DOA=110 o
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(d) Mean Square Error, DOA=110o

Figure 5.8: Performance of MUSIC, MLE and TDE techniques, for two speechsignals

arriving at an array of M = 5 microphones, with window lengthN = 100 samples. The

DOAs are equal to70o and 110o, and the results shown here are the average estimates

taken over 100 Monte Carlo trials for increasingU25.
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outside the window. Once again the reverberation timeT60 � 0:5s. For all cases the

height of the microphone array and the sources were equal, and the horizontal distance

between the sources and the array is su�cient to allow for thesources to be considered

far-�eld, resulting in planar wavefronts arriving at the array as discussed in chapter (2).

5.3.2 Single Source

We consider the case of a single source emitting white noise,located at a distance of 2:5m

from the microphone array, with and DOAs 90o and 120o. The DOA estimation results,

using a window length ofN = 100 samples, are shown in tables (5.1(a)) and (5.1(b)). It

can be seen that all three methods perform well for a DOA of 90o, with the TDE approach

performing the best, as it correctly estimates the true DOA value for each window. This

corresponds to the earlier simulations where it was seen that the accuracy achieved by the

estimators was dependent on the true DOA value, and the highest accuracy was achieved

for DOA = 90o.

The performance of all three estimators deteriorates forDOA = 120o, as seen in table

5.1(b). In particular the average result of the MUSIC algorithm is seen to di�er from

the true DOA by approximately 20o. The ML estimator is seen to have minimum bias.

While the TDE average result is farther from the true DOA thanthat of the ML, the low

MSE of the TDE results indicate that the di�erence between the true DOA value and the

results is mainly due to the limited resolution capabilities of the TDE approach.

From these results it can be seen that for situations where a robust estimate is re-

quired from each data window, the TDE approach is the most appropriate, provided high

resolution is not required. For situations where high resolution results are crucial, the ML

method is more suitable. However, the computational time required by the ML method,

and the need to average over a number of estimates makes it undesirable for most practical

applications.

5.3.3 Multiple Sources

We now consider the performance of the estimators using experimental recordings for the

situation of two stationary sources. Firstly, using the same experimental set-up as for the

single source case we consider the case of two uncorrelated white noise sources located at

90o and 120o. The results are shown in table (5.2).

As expected from the results in the case of a single source (tables 5.1(a) and 5.1(b))

we see that all three estimators accurately estimate the source with DOA = 90o, with

the MUSIC algorithm showing just a very slight deterioration. However, the source with



5.3. Experimental Results 85

Estimator Mean DOA Estimate Root Mean Square Error

DOA = 90o (RMSE)

MUSIC 89:81o 0:5o

ML 91:29o 3:7o

TDE 90o -

(a) DOA = 90o

Estimator Mean DOA Estimate Root Mean Square Error

DOA = 120o (RMSE)

MUSIC 101:64o 11:64o

ML 116:24o 35:46o

TDE 128:68o 38:68o

(b) DOA = 120o

Table 5.1: Results found by MUSIC, ML and TDE for experimental recordings of a

white noise source withDOA = 120o. The results are averaged over100 Monte Carlo

trials using a window length ofN = 100 samples.
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Estimator Mean Estimate Mean Estimate Root Mean Root Mean

Square Error Square Error

(RMSE) (RMSE)

DOA = 90o DOA = 120o DOA = 90o DOA = 120o

MUSIC 89:20o 92:62o 1:45o 27:35o

ML 88:28o 113:92o 21:03o 23:33o

TDE 90o 128:68o 0o 8:68o

Table 5.2: Results found by MUSIC, ML and TDE for experimental recordings of 2

white noise sources with DOAs of90o and 120o. The results are averaged over100Monte

Carlo trials using a window length ofN = 100 samples.

DOA = 120o proves more problematic for the MUSIC algorithm, and the accuracy of

the DOA estimates for this source are seen to be further reduced by the presence of the

second source. Compared to the results for the single source, the ML method shows the

greatest deterioration due to the presence of the second source. The TDE estimates are

again very close to the true DOA values, and the source withDOA = 90o is correctly

estimated for each window. The error in the estimates of the source with DOA = 120o is

due to the restricted resolution that is characteristic of the TDE approach.

Then 2 speech sources (two di�erent male speakers) were placed at angles of 70o and

110o from the array. The results in table 5.3 show that the accuracy of all three of the

estimators is reduced for this case.

The estimates of the MUSIC algorithm indicate that it continuously fails to discrim-

inate between the sources, which can be attributed to the spreading of the peaks corre-

sponding to each of the sources in the MUSIC spatial spectrum.

While the ML method shows better discrimination between thesources, the accuracy

of the mean estimate is signi�cantly lower than that of the previous case. However, the

total MSE is approximately the same for both cases. The TDE method is clearly the

most suited to this situation as the estimates remain close to the true DOA values for

both sources.
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Estimator Mean Estimate Mean Estimate Root Mean Root Mean

Square Error Square Error

(RMSE) (RMSE)

DOA = 70o DOA = 110o DOA = 70o DOA = 110o

MUSIC 85:47o 92:1o 16:06o 17:01o

ML 73:51o 109:85o 9:17o 7:81o

TDE 74:24o 114:75o 19:46o 19:58o

Table 5.3: Results found by MUSIC, ML and TDE for experimental recordings of 2 male

speakers with DOAs of70o and 110o. The results are averaged over100Monte Carlo trials

using a window length ofN = 100 samples.

5.4 Conclusions

We have considered three of the most well-known approaches,MUSIC, ML and TDE, for

estimation of the DOA of one or more sources. The performanceof these methods was

compared using both computer simulations and experimentalrecordings, allowing us to

draw several conclusions on the comparative behaviour of these estimators. Firstly it was

seen that once the SNR decreases below a threshold point the MSE increases dramatically.

The SNR value of this threshold point was shown to depend on the number of sources,

and the true value of the DOA. Examination of the spatial spectra of the three estimators

showed that once the SNR decreases below the threshold level, the sidelobes can be greater

than the mainlobe, and the width of all lobes increases.

From the results of the di�erent simulations it could be seenthat the resolution achiev-

able by the ML and MUSIC methods is much greater than that of the TDE approach.

However, the TDE approach was shown to be more robust to reverberation and the

number of samples available, while also being computationally far less demanding. This

makes it suitable for situations where the estimator must berobust to moderate levels of

reverberation and low SNR, and a rough estimate of the DOA is su�cient, where rough

means that the DOA can only be estimated to within a certain range determined by the

temporal sampling frequency. The ML algorithm has the advantage of much higher res-

olution capabilities than the TDE method, and is seen to achieve higher accuracy than
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the MUSIC algorithm in the presence of reverberation. However, the disadvantage here

is the large number of calculations needed, particularly for the case of multiple sources.

The MUSIC algorithm also has the advantage of high resolution capabilities without the

computational expense of the ML method. Unfortunately however, its performance has

been seen to deteriorate signi�cantly in the presence of reverberation, particularly for

smaller window lengths when there are multiple sources present.

The novel contributions made in this chapter include the comparison of the perfor-

mance of three of the classical DOA estimation methods for a number of di�erent situa-

tions using both computer simulations and experimental recordings. These comparisons

considered the e�ects of both varying SNR and Useful-to-Detrimental ratio on the per-

formance of the estimators.



6
Lower Bounds on the Mean Square Error

(MSE) of an Estimator

6.1 Introduction

For any acoustic source loclisation scheme, knowledge of the best possible performance

that can be achieved by the estimator is very important. Thisknowledge can be used to

determine the operating range of the estimator and therefore to establish whether or not it

is possible to meet operational requirements, thus making it a crucial step in localisation

feasibility studies. Comparison of the best possible performance with the performance of

a proposed estimator can also be used to see if, starting froma particular algorithm, an

improvement in performance is possible. Lower bounds on theMean Square Error (MSE)

allow for calculation of the best performance that can be achieved in the MSE sense, when

estimating a parameter of a signal corrupted by noise.

Historically the �rst MSE lower bound for deterministic parameters to be derived was

the Cram�er Rao Bound (CRB) [8, 108] and since then it has remained by far the most

widely used for evaluation of acoustical estimator performance [106, 109]. Its popularity

is largely due to its computational simplicity (in comparison to other lower bounds); the

fact that in many cases it can be achieved asymptotically (high SNR [110] and/or large

89



6.1. Introduction 90

number of snapshots [8]) by the ML estimator [7]; and last butnot least, its noticeable

property of being the lowest bound on the MSE of unbiased estimators. This last property

is due to the fact that the CRB derives from theweakestformulation of unbiasedness,

that is, non-bias local to (i.e. in the vicinity of) the true value of the parameter to be

estimated [111{113].

However, at low Signal to Noise Ratio (SNR), DOA estimators,such as those discussed

in chapter 5, su�er from severe ambiguity problems. This is because the ambiguous

peaks in the estimator ambiguity function (or estimator spectrum - equations (3.31,5.3),

which are located far from the true location, become larger as the SNR decreases (as

seen in �gures 5.2-5.4). When the estimator can no longer distinguish between these

ambiguous peaks and the peak at the true source location, theMSE deviates rapidly

from the CRB [114], and therefore the CRB no longer provides ameaningful performance

bound. The SNR value at which this deviation occurs is calledthe SNR threshold, and

this threshold is clearly visible in the results presented in chapter 5.

The initial characterization of locally unbiased estimators given by the CRB was �rstly

improved by Bhattacharyya's works [7, 111, 115] which re�ned the characterization of local

unbiasedness, and signi�cantly generalized by Barankin'sworks [111], who established the

general form of the greatest lower bound of any absolute moment of an unbiased estimator.

In the particular case of MSE, Barankin's work allows the derivation of the greatest lower

bound on MSE since it takes into account thestrongest formulation of unbiasedness,

that is to say unbiasedness over a continuous interval of parameter values including the

true parameter value. Unfortunately, however the BarankinBound (BB) is generally not

computable [116].

Therefore, since then, numerous works [112, 113, 117, 118] have been devoted to deriv-

ing computable approximations of the BB. These works have shown that in non-linear

estimation problems, such as DOA estimation, three distinct regions of operation can

be observed as seen in �gure 6.1. In the asymptotic region, the MSE is small and, in

many cases, close to the Small-Error bounds (CRB). In thea priori, or maximum MSE

performance region where the number of independent snapshots and/or the SNR are very

low, the observations provide little information and the MSE is close to that obtained

from the prior knowledge of the problem. Between these two extremes, there is an ad-

ditional ambiguity region, called the transition region. In this region, the MSE of ML

estimation results usually deteriorates rapidly with respect to Small-Error bounds and

exhibits a threshold behavior corresponding to a \performance breakdown" highlighted

by Large-Error bounds (BB) [113, 118, 119], and seen in experimental results (chapter 5).

However, when compared to estimators such as the ML estimator, it can be seen that
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Figure 6.1: Three regions of operation observed for a non-linear estimator.

the performance characterisation provided by existing approximations of the BB di�ers

considerably from the true estimator performance, particularly in prediction of the SNR

threshold. Therefore the search for an easily computable approximation of the BB, that

is closer to the true performance achievable, is still a subject worth investigation. Indeed,

from a theoretical standpoint, the accurate knowledge of the BB should allow a better

prediction of the SNR value at the start of the transition region and avoid misleadingly

optimistic conclusions on achievable performance being drawn from the computation of

the CRB at low SNR. Moreover, from a practical standpoint, itis also the SNR value at

which estimator performance will \break down".

In this chapter, a new formalism is presented that allows notonly the derivation of a

general class of Barankin Bound approximations, but also gives a clear and straightforward

interpretation of these approximations. Firstly, it will be shown that this formalism

includes all previously derived bounds, and provides a meaningful way to classify these

bounds. Secondly, with the help of this formalism a new practical approximation of the

BB is derived, whose computational complexity is comparable to that of the CRB.

The new BB approximation is then applied to the problem of estimating the DOA

of a single source emitting a signal that is received by a Uniform Linear Array (ULA)

of microphones. From the results it can be seen that the boundproduced by this new

BB approximation provides a much closer prediction of the threshold SNR than existing

approximations [112, 113, 115, 118]. However, the results also show that in the Maximum
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MSE Region, the performance indicated by the new BB approximation is much worse

than that achieved by the estimator, suggesting that deterministic Large Error bounds are

not suitable for characterisation of the estimator performance below the SNR threshold.

Instead, their use is limited to prediction of the SNR threshold.

6.2 Mean Square Error of an Estimator: an algebraic

quantity

In the following, unless otherwise stated,x denotes the random observations vector and 


is the observation space, wherex consists of a signal source function of a single unknown

deterministic real parameter� and embedded in a nuisance signal (generally Gaussian

noise). f � (x) denotes the Probability Density Function (pdf) of observations depending

on � 2 �, where � denotes the parameter space.

First let us recall that, if [g (� 0) (x) is an unbiased estimator ofg(� 0) whereg( ) is a real

function and � 0 is a selected value of� , then MSE � 0

h
[g(� 0)

i
= V ar

h
[g(� 0)

i
, as discussed

previously in chapter (2), and therefore �nding the lower bound on the MSE is equivalent

to �nding the lower bound on the estimator variance. Secondly, it is worth noting that

the MSE is an algebraic quantity, in the sense that it can always be interpreted as a norm

associated with a scalar product, where the MSE can be expressed as:

MSE � 0

h
[g(� 0)

i
= E � 0

� �
[g (� 0) (x) � g (� 0)

� 2
�

(6.1)

=
Z




�
[g (� 0) (x) � g (� 0)

� 2
f � 0 (x) dx (6.2)

=





 [g (� 0) (x) � g (� 0)








2

� 0

; (6.3)

and the scalar product is given by:

hg(x) jh (x)i � 0
= E � 0 [g (x) h (x)] =

Z




[g (x) h (x)] f � 0 (x) dx: (6.4)

Among the many results established on vector spaces with a scalar product, two fun-

damental results are especially important in the search fora lower bound on the MSE:

the generalization of the Cauchy-Schwartz inequality to Gram matrices [8, 108, 118, 120]

and the minimization of a norm under linear constraints [116, 117].

Generalized Cauchy-Schwartz inequality
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Let U be a Euclidean vector space of any dimension (�nite or in�nite) on the �eld of

real numbersR which has a scalar producth j i.

The Gram matrix G
�

u
[1 ;N ]

; c
[1 ;K ]

�
2 RK � N , associated with the two vector families

u
[1 ;N ]

= ( u1; u2; : : : ; uN ) and c
[1 ;K ]

= ( c1; c2; : : : ; cK ) of U is then de�ned by [121]:

G
�

u
[1 ;N ]

; c
[1 ;K ]

�

n;k
= huk j cn i =

2

6
6
6
6
4

hu1 j c1i hu2 j c1i : : : huN j c1i

hu1 j c2i hu2 j c2i : : : huN j cK i
...

... : : :
...

hu1 j cK i hu2 j cK i : : : huN j cK i

3

7
7
7
7
5

(6.5)

and if G
�

c
[1 ;K ]

; c
[1 ;K ]

�
is invertible, i.e. if c

[1 ;K ]
is a free family, the following inequality

holds [6]:

G
�

u
[1 ;N ]

; u
[1 ;N ]

�
� G

�
u

[1 ;N ]
; c

[1 ;K ]

� T
G

�
c

[1 ;K ]
; c

[1 ;K ]

� � 1
G

�
u

[1 ;N ]
; c

[1 ;K ]

�
(6.6)

Moreover, if (u1; : : : ; uN ; c1; : : : ; cK ) forms a free family ofU, then the inequality (6.6)

is a strict inequality. The Cauchy-Schwartz inequality is aspecial case of (6.6) in the

form:

G (u1; u1) � G (u1; c1) G (c1; c1)
� 1 G (u1; c1)

T , k u1k2 �
hu1 j c1i

2

kc1k2 (6.7)

When the scalar producth j i corresponds to an expectation, as is the case for the MSE

(6.3), then the inequality (6.6) is generally referred to asthe \covariance inequality\ [118,

120].

Norm minimization under linear constraints

Let c
[1 ;K ]

be a free family ofK vectors ofU and v = ( v1; : : : ; vK )T a vector ofRK . The

problem of the minimization ofkuk2 8u 2 U under the K linear constraintshu j ck i = vk ,

k 2 [1; K ] then has the solution [116, 117]:

min
u

�
kuk2	 = vT G

�
c

[1 ;K ]
; c

[1 ;K ]

� � 1
v; with the unique minimizer uopt =

KX

k=1

� kck

(6.8)

(� 1; : : : ; � K )T = � = G
�

c
[1 ;K ]

; c
[1 ;K ]

� � 1
v (6.9)
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Equivalence

Although discussed independently in the open literature, the results given by equations

(6.6) and (6.8) may be considered equivalent. Consider the following minimization prob-

lem for any � 2 RN ; � 6= 0:

min
u

[1 ;N ]

8
<

:












ZX

z=1

� nun












2
9
=

;
under G

�
u

[1 ;N ]
; c

[1 ;K ]

�
= V (6.10)

This is equivalent to:

min

8
<
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;
under G
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ZX

z=1

� nun ; c
[1 ;K ]

!

= V � (6.11)

and thus satis�es according to (6.8):
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= � T G
�
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[1 ;N ]

; u
[1 ;N ]

�
� � (V � )T G

�
c

[1 ;K ]
; c

[1 ;K ]

� � 1
(V � ) (6.12)

or equivalently:

� T G
�

u
[1 ;N ]

; u
[1 ;N ]

�
� � � T

�
V T G

�
c

[1 ;K ]
; c

[1 ;K ]

� � 1
V

�
� (6.13)

which is precisely the inequality (6.6).

In the following the form (6.8) is preferred, as its use provides a better understanding of the

hypotheses associated with the di�erent lower bounds of theMSE. Indeed, formulation of

the minimal MSE performance bounds can be seen as a result of minimizing a norm (MSE)

under the non-bias constraints associated with the given bound. The main advantage of

this formulation is that it explicitly raises the problem of formulating the relevant non-bias

constraints, which then determine the value of the lower bound of the norm.

6.3 Lower Bounds on the Mean Square Error (MSE)

of an Estimator

As stated earlier, the most commonly used of the lower boundson MSE is the CRB [8, 108].

The fact that the CRB is the lowest bound on the MSE of unbiasedestimators is a result

of the non-bias constraint that it imposes on the minimization of the MSE, which is the
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weakest possible formulation of non-bias, i.e. that the estimator be non-biased at the true

parameter value� 0, and in its vicinity � 0 + d� [122]:

lim
d� ! 0

8
<

:

E � 0

h
[g(� 0) (x)

i
= g(� 0)

E � 0+ d�

h
[g(� 0) (x)

i
= g(� 0 + d� )

(6.14)

which de�nes the constraint of \local non-bias":

E � 0+ d�

h
[g(� 0) (x)

i
= g(� 0 + d� ) + O (d� ) = g(� 0) +

@g(� 0)
@�

d� + O (d� ) ; (6.15)

where O (d� ) is used to describe the error term in the approximation of the non-bias

constraint.

Equivalently, by uniqueness of series expansion ofg(� 0 + d� ) and f � 0+ d� (x):

8
<

:

E � 0

h
[g(� 0) (x)

i
= g(� 0)

E � 0

h
[g(� 0) (x)

@f� 0 (x )
@�

i
= @g(� 0 )

@�

,

8
<

:

E � 0

h
[g(� 0) (x) � g (� 0)

i
= 0

E � 0

h�
[g(� 0) (x) � g(� 0)

�
@f� 0 (x )

@�

i
= @g(� 0 )

@�

(6.16)

Then a direct application of (6.8) under (6.16) leads to the CRB.

Bhattacharyya extended the 1rst order \locally non-bias" constraint of the CRB (6.15)

to the L th order in the vicinity of the true parameter value by looking for estimators

satisfying [7, 111, 115, 117, 122]:

E � 0+ d�

h
[g(� 0) (x)

i
= g(� 0 + d� ) + O

�
d� L �

(6.17)

The higher the order of di�erentiation, L, the closer the approximation of the non-bias

constraint is to the BB non-bias constraint, and accordingly the smaller O
�
d� L �

. The

resulting bound is therefore greater than the CRB, but practical results have shown

that values of L for which there is a noticeable di�erence requires a huge increase in

computational complexity.

Barankin then introduced arguably one of the most signi�cant characterizations of es-

timator performance, the Barankin Bound (BB) [111], which is the greatest possible lower

bound on any absolute moment of orderk for an unbiased estimator. The lower bound

on the MSE is then a particular case of the general Barankin Bound, wherek = 2, and

the resulting bound can be seen to include the initial characterizations of MSE estimator

performance provided by Cram�er-Rao and Bhattacharyya. The Barankin Bound is the
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result of imposing the strongest possible formulation of non-bias, that is non-bias across

the entire parameter interval, on the norm minimization (6.3):

E � 0+ d�

h
[g(� 0) (x)

i
= g(� 0 + d� ) ; 8� 0 + d� 2 � : (6.18)

Unfortunately the Barankin Bound is the solution of an integral equation [116, 123] , which

generally does not have a computable analytic solution. Therefore, since its introduction,

numerous works [112{114, 117, 118, 124] have been devoted toderiving computable ap-

proximations of the Barankin Bound and have shown that the CRB and Barankin bound

(BB) can be regarded as key representatives of two general classes of bounds, respectively

the Small-Error bounds and the Large-Error bounds.

6.3.1 Derivation of the Barankin Bound

In the previous section we saw that the Barankin Bound corresponds to the minimization

problem:

min
n

MSE � 0

h
[g(� 0)

io
under E �

h
[g(� 0) (x)

i
= g(� ) ; 8� 2 � (6.19)

where the expectation is taken over the entire parameter range.

Therefore, any unbiased estimator satisfying this Barankin non-bias constraint will

satisfy:

E � z

h
[g(� 0) (x)

i
= g(� z) =

Z




[g (� 0) (x) f � z (x) dx; 8� z 2 � : (6.20)

Consequently, for 1� z � Z and 8w = [ w1; : : : ; wZ ]T 2 RZ :

ZX

z=1

wzE � z

h
[g(� 0) (x) � g (� 0)

i
=

ZX

z=1

wz (g(� z) � g (� 0)) (6.21)

or alternatively:

E � 0

"
�

[g (� 0) (x) � g (� 0)
�

 
ZX

z=1

wz
f � z (x)
f � 0 (x)

!#

=
ZX

z=1

wz (g(� z) � g(� 0)) (6.22)

Then, according to (6.8), the minimization ofMSE � 0

h
[g(� 0)

i
under the constraint

(6.22) leads to [111]:

MSE � 0

h
[g(� 0)

i
�

�
ZP

z=1
wz (g(� z) � g (� 0))

� 2

E � 0

" �
ZP
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f � z (x )
f � 0 (x )

� 2
# (6.23)
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The inequality (6.23) is valid for any subset of test pointsf � zg[1;Z ] of � considered

and 8w 2 RZ . From this, Barankin deduced that, if [g (� 0) (x) is an unbiased estimator

of g(� 0), then its MSE is bounded by:

MSE � 0

h
[g(� 0)

i
� lim

Z �!1
sup

w ;f � z g[1 ;Z ]

8
>>>><

>>>>:

�
ZP

z=1
wz (g(� z) � g (� 0))

� 2

E � 0

" �
ZP

z=1
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f � z (x )
f � 0 (x )

� 2
#

9
>>>>=

>>>>;

(6.24)

A more concise form can nevertheless be found by noting that [113]:

�
ZP

z=1
wz (g(� z) � g (� 0))

� 2

E � 0

" �
ZP

z=1
wz

f � z (x )
f � 0 (x )

� 2
# =

�
wT �g

� 2

wT Rw
; (6.25)

Rz;y =
Z




f � z (x) f � y (x)
f � 0 (x)

dx; � gz = g(� z) � g (� 0) (6.26)

In fact, (w T �g )2

w T Rw is maximal for w = � R � 1�g and its value is then �g T R � 1�g .

Consequently another expression of (6.23) is:

MSE � 0

h
[g(� 0)

i
� �g T R � 1�g (6.27)

leading to the \reduced" form of the Barankin bound:

MSE � 0

h
[g(� 0)

i
� lim

Z �!1
sup

f � z g[1 ;Z ]

�
�g T R � 1�g

	
(6.28)

Note that (6.27) is also the solution of the minimization problem:

min
n

MSE � 0

h
[g(� 0)

io
under E � z

h
[g(� 0) (x)

i
= g(� z) ; f � zg[1;Z ] 2 � (6.29)

which proves that the greatest lower bound of the MSE for a �nite number of test points

f � zg[1;Z ] is obtained by simply expressing the \unbiased" constraintat the test points [113].

Finally, the unbiased and locally optimal estimator in the MSE sense[g(� 0)
loc

opt (x), i.e.

the estimator that has the lowest MSE for estimation of the given parameter� 0, satis�es

(6.27):
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lim
Z �!1

8
>>>>><

>>>>>:
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that leads to, de�ning 1
� = d� = � z+1 � � z, [116, 123]:

Z

�

K (�; � 0) w (� 0) d� 0 = g(� ) � g (� 0) ; (6.31a)

K (�; � 0) =
Z




f � (x) f � 0 (x)
f � 0 (x)

dx (6.31b)

[g(� 0)
loc

opt (x) � g(� 0) =
Z

�

f � (x)
f � 0 (x)

w (� ) d� (6.31c)

MSE � 0

h
[g(� 0)

i
�

Z

�

(g(� ) � g (� 0)) w (� ) d� (6.31d)

Unfortunately, as discussed previously in section 2.7.1, in most practical cases, it is im-

possible to �nd an analytical solution of (6.31a) and to obtain an explicit form of [g(� 0)opt

and of the lower bound of the MSE, which somewhat limits its interest. However, while

this discretization of the continuous constraint does not provide an analytical solution

of the Barankin bound, its interest lies elsewhere, in the fact that it provides a general

approach for approximating the Barankin Bound.

6.4 Toward a Piecewise Approximation of the Barankin

Bound

So far, all previous works dedicated to assessing the true behavior of the BB at low

SNR (Large-Error bounds) [112, 113, 116{118] can be reducedto the exploitation of the

norm minimization lemma (6.8) associated with a basic discretization (6.29) of Barankin

unbiasedness de�nition (6.18) and possibly including the search for a supremum (6.28).

Such a basic discretization is sub-optimal in the scope of BBapproximation tightness.

Indeed, there is a setH of functions h (� ) of various behaviours that take the same values

for a given set of test points
�

h (� z) = g(� z) ; f � zg[1;z]

�
, but may di�er greatly from g(� )

at other points on the parameter interval. Therefore, the lower bound provided by such a
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discretization (6.29) may not be a tight BB approximation since it is not a lower bound

for the whole set of functionsH, except when the number of test points� z tends to

in�nity as H tends to reduce tog(� ) only. As discussed previously, the rate at whichH

reduces tog(� ) is not known, and the computational complexity is greatly increased as the

number of test points increases. Consequently, in order to reduce the setH and thereby

increase the tightness, it seems intuitively more e�cient to resort to more discriminating

constraints, such asL th order derivative constraints. This leads to a straightforward, but

novel method of approximating the BB [125].

The development of this method requires that bothf � (x) and g(� ) can be approxi-

mated by piecewise series expansions of orderL z, that is to say the parameter space �

can be partitioned in Z real sub-intervalsI z over which, for 8� z + d� 2 I z:

g(� z + d� ) = g(� z) +
L zX

l=1

@lg(� z)
@l �

d� l

l !
+ O

�
d� L z

�
(6.32)

f � z + d� (x) = f � z (x) +
L zX

l=1

@l f � z (x)
@l �

d� l

l !
+ ox

�
d� L z

�
(6.33)

We implicitly assume that the integrals
Z �

@l f � (x )
@l �

� 2
1

f � (x ) dx converge and de�ne piecewise

continuous functions of� on �, for all � 2 �, to allow order of integration and di�erenti-

ation interchange [118]. The termso
�
d� L z

�
and ox

�
d� L z

�
are the di�erences between the

true function values on each sub-interval and the polynomial approximations. It is clear

from this term that the higher the order of the expansion, thecloser the approximation

is to the true function.

Then, on every sub-intervalI z, a possible general discretization of Barankin unbiased-

ness de�nition (6.18) is:

E � z + d�

h
[g(� 0) (x)

i
= g(� z + d� ) + O

�
d� L z

�
(6.34)

which, by uniqueness of any series expansion, can be expressed in terms of theL z + 1

following linear constraints:
Z

[g(� 0) (x)
@l f � z (x)

@l �
dx =

@l g(� z)
@l �

; l 2 [0; L z] (6.35)

or equivalently:

E � 0

"
�

[g (� 0) (x) � g (� 0)
� @l f � z (x )

@l �

f � 0 (x)

#

=
�

@l (g(� ) � g(� 0))
@l �

�

� z

(6.36)
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Thus, the set of
ZP

z=1
(L z + 1) constraints (6.36) deriving from theZ piecewise discretization

of (6.18) de�nes a given approximation of the BB denoted bycBB
I 1 ;:::;I Z

L 1 ;:::;L Z
(6.8):

cBB
I 1 ;:::;I Z

L 1 ;:::;L Z
= vT G � 1v; v =

2

6
6
4

v1
...

vZ

3

7
7
5 ; G = E � 0

�
ccT

�
; c =

2

6
6
4

c1
...

cZ

3

7
7
5 (6.37)

(6.38)

vz =
�
g(� z) � g(� 0);

@g(� z)
@�

; :::;
@L z g(� z)

@L z �

� T

(6.39)

cz =
�
f � z (x) ;

@f� z (x)
@�

; :::;
@L z f � z (x)

@L z �

� T

(6.40)

Moreover, if minf L1; :::; LZ g tends to in�nity, a straightforward exercise in mean square

convergence establishes thatcBB
I 1 ;:::;I Z

L 1 ;:::;L Z
converges in mean-square to the BB. An immediate

generalization of expression (6.37), similar to that used in the HCRB [112] and the hybrid

bound proposed by Abel [118], consists of taking its supremum over existing degrees of

freedom (sub-interval de�nitions and series expansion orders).

6.4.1 An Alternative Look at Existing BB Approximations

The formalism proposed in the previous section allows exploration of the unbiasedness

assumption from itsweakestto its strongest formulation, and therefore encompasses all

previously derived BB approximations, which we designate:

� Z -piecewise BB approximation of homogeneous orderL, if on all sub-intervals I z the

series expansions are of the same orderL,

� Z -piecewise BB approximation of heterogeneous ordersf L1; :::; LZ g, if otherwise.

The proposed formalism can now be used to provide a new look atthe previously derived

MSE lower bounds:

� the CRB [8] is a 1-piecewise BB approximation of homogeneousorder 1, since the

constraints are:

E � 0

h
[g(� 0) (x)

i
= g(� 0) ; E� 0

"
[g (� 0) (x)

@f� 0 (x )
@�

f � 0 (x)

#

=
@g(� 0)

@�
(6.41)

� the Bhattacharyya bound [7] of orderL is a 1-piecewise BB approximation of homoge-
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neous orderL, since the constraints, forl = 1; : : : ; L, are:

E � 0

h
[g(� 0) (x)

i
= g(� 0) ; E� 0

"
[g (� 0) (x)

@l f � 0 (x )
@l �

f � 0 (x)

#

=
@l g(� 0)

@l �
: (6.42)

� the Hammersley-Chapman-Robbins bound (HCRB) [112] is the supremum of a 2-

piecewise BB approximation of homogeneous order 0, over a set of constraints of type:

E � 0

h
[g(� 0) (x)

i
= g(� 0) ; E� 1

h
[g(� 0) (x)

i
= g(� 1) (6.43)

� the McAulay-Seidman bound (MSBZ ) [113] with Z test points is anZ +1-piecewise BB

approximation of homogeneous order 0, since the constraints, for z = 1; : : : ; Z, are:

E � 0

h
[g(� 0) (x)

i
= g(� 0) ; E� z

h
[g(� 0) (x)

i
= g(� z); (6.44)

� the McAulay-Hofstetter bound (MHBZ ) [126] is anZ + 1-piecewise BB approximation

of heterogeneous orderf 1; 0; :::; 0g, since the constraints, forz = 1; : : : ; Z; are:
8
><

>:

E � 0

h
[g(� 0) (x)

i
= g(� 0) ; E� 0

�
[g (� 0) (x)

@f� 0
(x )

@�
f � 0 (x )

�
= @g(� 0 )

@�

E � z

h
[g(� 0) (x)

i
= g(� z) ;

: (6.45)

� the Hybrid Barankin-Bhattacharyya bound (HBBL;Z ) [118] is anZ + 1-piecewise BB

approximation of heterogeneous orderf L; 0; :::; 0g, since the constraints, forz = 1; : : : ; Z

and l = 1; : : : ; L, are:

8
>><

>>:

E � 0

h
[g(� 0) (x)

i
= g(� 0) ; E� 0

"
[g (� 0) (x)

@l f � 0
( x )

@l �
f � 0 (x )

#

= @l g(� 0 )
@l �

E � z

h
[g(� 0) (x)

i
= g(� z)

(6.46)

Note that MHB Z = HBB 1;Z , i.e. the Hybrid Barankin-Bhattacharyya bound is a gener-

alization of the McAulay-Hofstetter bound.

6.4.2 A New Practical BB Approximation

The proposed formalism not only provides a new look at previous BB approximations,

it also suggests a very straightforward and practical new BBapproximation, which we
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denote cBB
Z

1 in the following: the Z +1-piecewise BB approximation of homogeneous order

1 characterized by the set of constraints, forz = 1; : : : ; Z:
8
>><

>>:

E � 0

h
[g(� 0) (x)

i
= g(� 0) ; E� 0

�
[g (� 0) (x)

@f� 0
( x )

@�
f � 0 (x )

�
= @g(� 0 )

@�

E � z

h
[g(� 0) (x)

i
= g(� z) ; E� z

�
[g (� 0) (x)

@f� z ( x )

@�
f � z (x )

�
= @g(� z )

@�

(6.47)

Indeed it appears to be the generalization of the CRB when theparameter space is

partitioned in more than one sub-interval, as well as the generalization of the usual BB

approximation used in the open literature, i.e. the McAulay-Seidman form of the BB.

Therefore its computational complexity does not exceed that of these two bounds.

6.4.3 General lower bounds expressions

For any set of Z + 1 test points f � zg[1;Z +1] , among the existing lower bounds, only the

MSBZ and the HBB1;Z (MHB Z ) are of a complexity comparable withcBB
Z

1 . Nevertheless,

the CRB and the HCRB are included in the comparison as they arerespectively the

simplest representative of Small and Large Error bounds. All mentioned lower bounds

can be computed from the components ofcBB
Z

1 - (6.37 ) (6.47) with rearrangement -:

cBB
Z

1 = vT G � 1v; v =

"

�g T ;
�

: : : ;
@g(� z)

@�
; : : :

� T
#T

; G =

"
MSM CM

CM T PFIM

#

:

(6.48)

where MSM stands for the McAulay-Seidman Matrix, PFIM stands for the Pseudo

Fisher Information Matrix and CM stands for the Cross Matrix:

MSM z;y = E � 0

��
f � z (x)
f � 0 (x)

� �
f � y (x)
f � 0 (x)

��
(6.49)

(6.50)

PFIM z;y = E � 0

��
@f� z (x)

@�
1

f � 0 (x)

� �
@f� y (x)

@�
1

f � 0 (x)

��
(6.51)

(6.52)

CM z;y = E � 0

��
f � z (x)
f � 0 (x)

� �
@f� y (x)

@�
1

f � 0 (x)

��
(6.53)

Noting that:

f � z (x)f � y (x)
f � 0 (x)

= e2s2 Ref [a(� z )� a(� 0)]H [a(� y )� a(� 0 )]gf (x); f (x) =
e�k x � s[a(� z )+ a(� y )� a(� 0)]k2

� M

(6.54)
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then MSM , PFIM , CM matrices are given by:

MSM z;y = e2s2 Ref [a(� z )� a(� 0)]H [a(� y )� a(� 0 )]g

CM z;y = 2s2 (MSM z;y) Re
�

[a (� z) � a (� 0)]
H @a (� y)

@�

�

PFIM z;y = 2s2 (MSM z;y) Re

2

4

n
@a(� y )H

@� E
h
(x� sa (� y)) ( x� sa (� z))T

i
@a(� z ) �

@�

o
+

n
@a(� y )H

@� E
h
(x� sa (� y)) ( x� sa (� z))H

i
@a(� z )

@�

o

3

5

where, (see Appendix A):

E [x] = s [a (� z) + a (� y) � a (� 0)] (6.55)

E
�
xx T

�
= E [x] E [x]T (6.56)

E
�
xx H

�
= I + E [x] E [x]H (6.57)

E
h
(x� sa (� y)) ( x� sa (� z))T

i
= E

�
xx T

�
� sE [x] a (� z)

T (6.58)

� sa (� y) E [x]T + s2a (� y) a (� z)T (6.59)

E
h
(x� sa (� y)) ( x� sa (� z))H

i
= E

�
xx H

�
� sE [x] a (� z)H (6.60)

� sa (� y) E [x]H + s2a (� y) a (� z)
H (6.61)

6.5 DOA Estimation Analysis

6.5.1 General observation model

The work presented here is primarily concerned with estimation of the DOA of signals

emitted by an acoustic source and received by an array of microphones. In this framework

two di�erent signal models can be considered: the deterministic and the stochastic signal

models. The discussed signal models are Gaussian and the unknown parameters are

connected with the expectation value in the deterministic case and with the covariance

matrix in the stochastic one [95]. In the following we focus on the deterministic signal

model, although the proposed bound could also be applied to the stochastic signal model.

For the sake of simplicity the case of estimating the DOA of a single source using

a single snapshot is considered. This situation corresponds to the signal model given

in equation (2.22) for the case whereP = 1, and N = 1. It also corresponds to the

signal model in equation (3.11), for the case where estimation is performed using a single

frequency bin only. In most situations it is necessary to usea larger number of snapshots

or frequency bins in order to achieve reliable estimates, however some algorithms estimate
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the DOA using a single snapshot only [127, 128]. The complex observation vector model

x is modelled by:

x = sa(� 0) + n (6.62)

where � 0 is the unknown DOA to be estimated,s2 is the SNR (s > 0) and n is complex

circular Gaussian noise, with zero mean and a known covariance matrix Cn .

Without any loss of generality, and in order to simplify the resulting expressions it

is assumed that the observation vector has been whitened. This is possible as the noise

covariance matrix, Cn ; is known. Then Cn = L n L H
n and x ! L � 1

n x is the whitened

observation model, which is equivalent to the original observation model but now Cn = I :

As � 2 = 1, the SNR is now equal tos2 (s > 0), and the expression for the pdf given in

equation (2.29) can be re-written as:

f � (x) =
e�k x � sa(� )k2

� M
(6.63)

From equation (2.26), the response vector is expressed as:

a (� ) =
h

1; e� j (2) 2� �
� cos(� ) ; : : : ; e� j (M ) 2� �

� cos(� )
i T

: (6.64)

and
@a (� )

@�
=

�
j (M )

2� �
�

sin (� )
�

a (� ) : (6.65)

Then, setting �
� = 1, the possible values of the possible values of� are limited to

]600; 1200[, in order to avoid the problem of ambiguous steering vectors as discussed in

chapter (2).

For the case under consideration, the vectorv is given by:

v = [ � 0 � � 0; : : : ; � Z � 1 � � 0; 1; : : : ; 1]T (6.66)

In order to provide a fair comparison with the HCRB, the MSBZ , HBB1;Z , cBB
Z

1 are

computed as suprema over the possible values off � zg[1;Z +1] . For the sake of simplicity

f � zg[1;Z +1] = f 0; d�; � d� g. In �gure 6.2, the evolution of the various bounds as a function

of SNR in the case ofM = 8, P = 1 and N = 1.

The variance of the ML estimator is also shown in order to compare the threshold

behaviour of the bounds, and it can be seen that the proposed approximation bound

allows for a closer prediction of the threshold SNR.

For practical localisation schemes it is desirable to have the estimator operate at

all times in the asymptotic region. This makes knowledge of the threshold SNR very
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Figure 6.2: Comparison of MSE lower bounds versus SNR when estimating the DOA

of a known signal. In this case a single snapshot is available, N = 1, and the number of

sensors M = 8.

important as it allows the operating range of the estimator to be determined for a given

situation. The proposed approximation bound is therefore suitable for source localisation

feasibility studies as it can be used to predict the possibleoperating range that can

be achieved. Knowledge of the possible operating range can also be used for comparison

purposes with any proposed localisation algorithms, and inthis sense the proposed bound

can be used as a tool for evaluation of proposed estimators.

A large di�erence can be seen between the proposed approximation and the perfor-

mance of the ML estimator below the threshold SNR, and it is clear that the Large-Error

deterministic bounds are not suitable for evaluation of theestimator performance below

the threshold SNR. This may be attributed to the fact that as the SNR decreases, the

ML estimator may become heavily biased [117, 126], and in fact, under non-asymptotic

conditions the ML estimator is not the most accurate estimator [23].

While it is common to evaluate estimator performance with respect to decreasing

SNR [114, 129], in many situations of localising an acousticsource, the SNR will not

be known. Therefore, future work will focus on evaluation ofthe proposed bound as a

function of varying M , N and � .
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6.6 Conclusions

For design and evaluation of localisation schemes, knowledge of the best possible perfor-

mance that can be achieved is very useful. This information can be found using lower

bounds on the Mean Square Error (MSE). The greatest of these lower bounds is the

Barankin Bound (BB), however it is generally not computableand must instead be ap-

proximated.

The di�erence seen between the ML estimator variance and theproposed approxi-

mation in the large error region shows that while the ML estimator is optimal under

asymptotic conditions this is not the case as the SNR and/or number of samples de-

creases below the threshold values. Additionally, the present results suggest that the

true value of the BB may be signi�cantly underestimated by existing approximations,

questioning previously drawn conclusions on prediction ofthe ML estimator variance by

Deterministic Large Error Bounds.

The novel contributions made to this area of research include a new formalism for

classi�cation of Lower MSE bounds, which provides a clear explanation of the constraints

imposed by these bounds, and their relationship to the BB. The proposed formalism

leads to the derivation of a new approximation bound,cBB
Z

1 , which provides a closer

approximation of the BB than existing bounds, allowing for abetter prediction of the

SNR threshold.



7
Conclusions

7.1 Summary and Conclusions

The work presented here concerns model order determination, and characterisation of

DOA estimators in the acoustic context. Firstly the problemof DOA estimation using

array processing techniques is introduced and the possibleapplications of DOA estimation

are discussed. Then, chapter 2 provides the mathematical basis for the rest of the thesis.

The model of the wavefront propagating from the source to thearray is recalled and the

mathematical estimation problem is introduced. The possible approaches to �nding an

optimal estimator and the di�culties in �nding such an estim ator for DOA estimation

are then discussed.

Chapter 3 provides a uni�ed explanation and discussion of the classical array pro-

cessing DOA estimation techniques. Most of these techniques are based on an initial

assumption that the signal of interest is narrowband. This assumption is not valid for

acoustic source localisation and the application of these classical techniques to the locali-

sation of wideband signals is discussed, and recent developments in this area are reviewed.

Based on the pro�le of the noise eigenvalues of the correlation matrix as introduced

by Grou�aud et. al [1], a novel method for determining the number of acoustical sources

present is presented in chapter 4. This approach is based on the pro�le of the correlation

107
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matrix eigenvalues in the absence of a source, which is seen to be exponential. The

presence of a source is then detected by looking for a break inthis pro�le. This method

does not make the assumption that all noise eigenvalues are equal making it more robust

to the e�ects of small data size than classical methods.

The novel work done in this area includes a discussion on the selection of suitable

threshold values, and also the application of the method, called the Exponential Fitting

Test (EFT), to the area of determining the number of widebandacoustic sources present.

The performance of the test was then analysed for this situation using both computer

simulations and experimental recordings. In particular the e�ects of reverberation were

considered, and it was shown that the EFT is far more robust tothe e�ects of rever-

beration. This is due to the fact that the threshold is selected using recordings taken in

the room when there is no source present. The selection of thethreshold then acts as

a training step allowing the room impulse response to be taken into consideration. In

the presence of reverberation the classical tests mistakenly classify re
ections as sources,

however the initial training step for the EFT makes it more robust to the presence of such

phantom sources. A further advantage of the EFT is that this increase in accuracy does

not come at the price of increased computational complexity.

In chapter 5 the performance of three of the most well known localisation approaches

are compared: Multiple Signal Classi�cation (MUSIC), Maximum Likelihood (ML) es-

timation and Time Delay Estimation (TDE). Using the criteri a established in chapter

2 the performance of these three estimators was then analysed and the results for the

cases of single and multiple sources were compared for both computer simulations and

experimental recordings. The novel work done in this area includes the investigation of

the e�ects of reverberation on the tests using the Useful-to-Detrimental ratio, and also

the experimental results which con�rmed these simulation results.

The results found show that for SNR values above a certain \threshold" level the

results found by the estimators are close to the true DOA and the MSE is low, with the

MSE of the MUSIC and ML methods being lower than that of the TDEmethod, due to

the severely limited resolution capabilities of the TDE method. The resolution achievable

when using the MUSIC and ML were also shown to be dependent on both the SNR and

number of samples available as well as the true DOA value.

However, once the SNR decreases below this threshold value,all the estimators expe-

rienced a sharp increase in the MSE. Each of these estimatorsinvolves a maximisation of

the estimator ambiguity function, or the\spatial spectra" of the estimators, although it

should be noted that they are not spectra in any real sense. Analysis of these spectra was

then used to explain the performance of the estimators. It was seen that at high SNR the
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spectra have sharp mainlobes centred on the true DOA value, resulting in all estimates

being very close or equal to the true value. As the SNR decreased to the threshold level

it was shown that the sidelobes begin to increase and the mainlobe becomes broader. For

SNR levels below the threshold value both the sidelobes and mainlobe are now very broad

and the sidelobes are of equal or greater magnitude than the mainlobe, causing the sharp

increase in MSE experienced in the results.

The e�ects of reverberation on the estimator performance were also considered in

chapter 5, using both room response simulations and experimental recordings. From the

results it was seen that the TDE approach is more robust to thee�ects of reverberation

than the MUSIC and ML methods. For larger sample sizes, the accuracy of both the

ML and MUSIC methods increased, with MUSIC being the most sensitive to sample

size. However, the ML approach is computationally expensive. This is especially true for

the case ofP > 1, where aP-dimensional search must be implemented. In this work,

the need for a multi-dimensional search was avoided by implementing an Alternating

Projection (AP) algorithm which instead de-couples the estimates into P 1-dimensional

searches. However, the method remains computationally burdensome, particularly when

implemented for broadband sources, as the calculations must be repeated across each of

the frequency bands of interest.

The novel contributions made in chapter 5 include the evaluation of the estimators

using both computer simulations and experimental recordings, for a range of estimation

situations. The e�ect of reverberation on the estimators' performances was also considered

by evaluation of the results for increasing values of the Useful-to-Detrimental ratio.

In chapter 6 lower bounds on the MSE are used to predict the best possible perfor-

mance of an estimator for a given estimation problem. The most commonly used minimal

performance bound is the Cramer-Rao Bound (CRB). However, for non-linear estimators

the possible performance indicated by the CRB is far too optimistic, and it gives no indi-

cation of the threshold value witnessed in chapter 5. Knowledge of this threshold value is

of great importance as operation below this point is highly undesirable, as operation be-

low this threshold point leads to very high MSE. Lower boundson the MSE can therefore

be used to predict the SNR threshold for a given estimation problem and thereby de�ne

the estimator operating range.

We therefore consider the Barankin Bound (BB), which is the greatest lower bound

on the MSE. However, it is generally not computable and therefore must instead be

approximated. In chapter 6 we propose a new formalism that allows for classi�cation

of BB approximations which also gives a clear interpretation of these approximations.

It is shown that existing minimal bounds can be classi�ed using this formalism. This
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analysis then leads to the introduction of a new practical method of approximating the

BB, which while appearing closer to the BB than existing approximations, does not exceed

the computational complexity of the CRB.

The proposed bound is then applied to the DOA estimation problem, for the case of

P = 1, N = 1 and M = 8. Comparison of the performance characterisation given by

the proposed bound and previous approximation bounds show that the proposed bound

allows for closer approximation of the SNR threshold for theML estimator. This makes

it a useful tool for prediction of the SNR threshold for DOA estimation problems.

7.2 Future Work

The analysis of DOA estimator performance can be extended toinclude the situation

where the sources lie in the near-�eld and the assumption of planar wavefronts no longer

holds. Prior knowledge of the signal characteristics can also be applied to improve the

estimator performance in situations of low SNR and/or high reverberation.

The work in chapter 4 can be extended to include further analysis of the e�ects of

reverberation on the proposed model order determination method. The presence of re-

verberation means that the assumption of white noise can no longer be applied. For

moderate levels of reverberation, it was shown that the approximation of the noise as

white is possible and the proposed method continues to work under such circumstances.

However, for higher levels of reverberation this approximation is no longer possible and

future work will focus on revising the model for prediction of the noise eigenvalue pro�le,

in order to take this into account.

An extension of the work in chapter (6) is the generalisationof the proposed bound

to simultaneous estimation of several functions of multiple parameters. Also the case for

N > 1 will also be considered.

Another extension is the selection of suitable test points.By removing the supremum

from the expression for the proposed bound, the calculational complexity is reduced and

this is particularly important for the multiple parameter case in order to avoid the need

for a multi-dimensional optimization. This approach can then be used to evaluate the

e�ects of experimental modelling errors. Similarly the proposed practical bound can then

be used as a design tool for choosing the optimal array geometry for a given situation.
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Derivation of equation (6.55:6.61)
As we assume a Gaussian distribution the pdf can be expressedas follows:

f � (x) =
e�k x � m x k2

� M
: (A.1)

The expected value ofx is then given by:

E [x] = m x : (A.2)

Then:

E
h
(x � m x ) (x � m x )T

i
= 0 = E

�
xx T

�
� E [x] E [x]T ; (A.3)

) E
�
xx T

�
= E [x] E [x]T ; (A.4)

and:

E
h
(x � m x ) (x � m x )H

i
= Cx = I d; (A.5)

E
h
(x � m x ) (x � m x )H

i
= E

�
xx H

�
� E [x] E [x]H : (A.6)

We can therefore say that:

I d = E
�
xx H

�
� E [x] E [x]H ; (A.7)

resulting in:

E
�
xx H

�
= I d + E [x] E [x]H : (A.8)
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