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Abstract

The use of optical techniques for material characterisation offer several advantages: it is non-destructive, useful in all pressure ranges, and a wide range of material systems can be probed. However, it is not always possible to isolate the surface or interface contribution. Epioptics refers to a special branch of optics devoted to the measurement of the surface and interface responses. Reflection anisotropy spectroscopy (RAS) and Second-harmonic generation (SHG) studies were carried out on various self-assembled systems including: self-assembled plasmonic nanostructures and ultra-thin chiral films. These very different systems will show how useful these techniques are for material growth and characterisation.

RAS is very useful to grow and tune plasmonic nanostructures for a wide range of applications. SHG is a nonlinear technique which is sensitive to localised surface plasmon resonances (LSPRs), and consequently weak nonlinear signals are amplified. SHG was used to characterise silver on rippled silicon templates, where interesting information can be extracted on the symmetry and morphology of the nanoparticle (NP) layer.

Modelling these plasmonic resonances is often challenging and complex especially when dealing with arbitrary shapes. The linear optical response of these structures was modelled with a view to enable the responses of any plasmonic structure using any template to be predicted.

Chiral molecules are by nature asymmetric. SHG is highly symmetry dependent, and so was used to detect ultra-thin films of a chiral molecule (cysteine) in UHV conditions.
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Chapter 1

Introduction

“Begin at the beginning,” the
King said, gravely, “and go on
till you come to the end; then stop.”

—Lewis Carroll, Alice in
Wonderland

This chapter introduces the field of epioptics, which is a specialised area of
optical techniques devoted to surface and interface characterisation. The material
systems studied in this thesis, including plasmonic structures and thin film chiral
systems, will be introduced. An overview of the literature is also provided, high-
lighting the advantage of using epioptic techniques to characterise these systems.

1.1 Surface and interface optics

When optical radiation is used to probe a material, it has the ability to penetrate
past the surface into the bulk material, making discrimination between bulk and
1.1 Surface and interface optics

surface contribution difficult. However, the surface or interface structure differs significantly from that of the bulk. The optical techniques have been developed which exploit these differences, and measure the optical response of the surface or interface with sub–ML resolution. Figure 1.1 compares sampling depths for electrons to those of photon–based techniques. For metals optical radiation penetrates $\sim 10$ nm, which allows buried interfaces to be probed. Since the first optics experiment by Chiarotti et al in 1968 [1], which identified the presence of surface states on the cleaved (111) surface of Ge, many more experimental techniques have been developed [2] in order to understand condensed matter surfaces and interfaces. In particular, the exploitation of symmetry differences between the bulk and the surface has led to the development of a unique area of optics for surface and interface characterisation termed “epioptics” (from the Greek “epi” meaning upon) [3].

In general, optical techniques offer significant advantages over traditional electron based techniques. Optical techniques are non–invasive and non–destructive, all pressure ranges are accessible allowing in situ monitoring of monolayer growth. The characterisation of a wide range of material systems (such as liquid–solid, liquid–liquid and solid–solid interfaces) is possible due to the penetration depth of the radiation.

The interaction of an electromagnetic (EM) field of frequency $\omega$ with matter induces a polarisation which can be described as an expansion.

$$P(\omega, 2\omega) = \varepsilon_0[\chi^{(1)}(\omega)E(\omega) + \chi^{(2)}(\omega, 2\omega)E^2(\omega) + ...]$$

(1.1)

where $\chi^{(i)}$ is the $i$th–order susceptibility tensor of rank $i + 1$ describing the ma-
1.1 Surface and interface optics

**Figure 1.1:** A comparison of escape depth between optical and electron based techniques.

**Figure 1.2:** The field of epioptics covers a range of different techniques including RAS, Ramen and SHG, see [2] for details.
terial response. The first term on the right–hand side of Equation 1.1 describes the linear optical response, which is exploited in techniques such as spectroscopic ellipsometry (SE) and reflection anisotropy spectroscopy (RAS). In linear optics the dielectric tensor, $\epsilon(\omega)$, is related to the linear susceptibility by $\epsilon(\omega) = 1 + \chi^{(1)}(\omega)$. However, the nonlinear term in Equation 1.1, which depends on $\chi^{(2)}(\omega; 2\omega)$, becomes significant at high EM field strengths and has a polarization quadratic in the EM field. $\chi^{(2)}(\omega)$ describes the lowest–order nonlinear optical response responsible for second–harmonic generation (SHG). Higher order terms are also possible within the electric dipole approximation: in the absence of any resonantly enhanced surface electric dipole effects, the third–order response $\chi^{(2)}(\omega; 2\omega; 3\omega)$ probes the bulk, while fourth–order terms are surface sensitive but require compressed pulses of high peak power in order to observe them. Symmetry arguments have been used to show that the rank of the tensor and the order of the multipole expansion of the EM field determine the degree of the surface and interface rotational anisotropy that can be probed [4]. Within the electric dipole approximation, an $n$th rank tensor can exhibit up to $n$–fold rotational anisotropies. Therefore experimental techniques based on different rank tensors will provide complementary information. RAS, for example, can detect two–fold in plane rotational anisotropy, while SHG can detect up to three–fold anisotropy and in principle fourth–harmonic generation (FHG) can detect up to five–fold anisotropy [5]. The generation of the types of pulses required for FHG is becoming more straightforward, so it is likely that quasicrystal surfaces (5–fold rotation) will be probed using FHG in the future.

A surface or interface may possess in–plane rotational anisotropy, while the bulk may be isotropic. Linear epipptic techniques will be sensitive to two–fold
anisotropy, however, the presence of surface domains rotated with respect to each other may restore the overall symmetry of the bulk. It has been found that domain formation can be suppressed by using vicinal substrates. With suitable heat treatments a single domain ordered step and terrace structure can be obtained. The surface has a single mirror plane of symmetry which runs perpendicular to the steps, while the terrace retains its two-fold or higher axis of rotation. These vicinal surfaces may also be used as templates for the growth of aligned nanostructures by self-assembly or glancing angle deposition (GLAD) [6]. Epioptic techniques are particularly useful for the in situ characterisation of the growth of aligned nanostructures on vicinal surfaces, and probing buried interfaces and aligned structures which are capped to prevent corrosion and contamination [7]. Epioptic techniques are becoming increasingly important in the area of advanced materials fabrication.

1.1.1 Reflection anisotropy spectroscopy

RAS, is a surface sensitive probe which measures the difference in reflectivity of light polarised at orthogonal angles on the sample surface near normal incidence, thus measuring in-plane optical anisotropy. RAS was first described by Aspnes [8] and Berkovits [9], and a detailed review of this technique has been published by Weightman et al [10]. In cubic systems where the bulk is isotropic, the surface reconstructs to break symmetry and a RAS signal can only arise from anisotropy in the surface (see Section 2.1.1 and 3.3 for more details). RAS was first used for the study of III–V semiconductors [9, 11], due to its ability to characterise material systems in all pressure ranges. The technique has been used for
the characterisation of a wide range of semiconductor [12–14] and metal [15–18] systems successfully and, more recently, for the study of aligned nanostructures on vicinal surfaces [19, 20]. In material systems that are subject to damage or contamination by the ambient, it is useful to deposit a capping layer, the effect of which can be studied due to the sensitivity of RAS to interface structure [21]. RAS has been useful as a qualitative technique for \textit{in situ} monitoring during the growth of nanostructures in real time. Of particular interest in the rapidly growing area of plasmonics is the ability of RAS to monitor the growth of plasmonic, self assembled island arrays [22].

\subsection{Second–harmonic generation}

Second–harmonic generation (SHG), is a nonlinear optical technique which, due to symmetry considerations, is sensitive to surface and interface structure. The process is an example of three–wave mixing, where two incident photons interact with the material to create a photon at the sum or difference of the frequencies of the input photons (see Section 2.2.1 and 3.4). After the advent of the laser, SHG was first observed by Franken and co–workers in 1961 [23]. One of the first \textit{in situ} studies by Tom \textit{et al} [24] showed how different adsorbates on Rh(111) can reduce and enhance the second–harmonic (SH) signal, demonstrating its surface sensitivity. Later, Heinz and co–workers [25–27] investigated the dependence of the SH signal on surface symmetry by studying the (2×1) and (7×7) reconstructions of Si(111). The work of McGilp and Yeh [28] showed that SHG can provide information even on the buried metal–semiconductor interface, using the Si(111)–Au system as an example. Since then a wide range of material systems including
1.1 Surface and interface optics

semiconductor, metallic surfaces [29, 30] and metal on semiconductor interfaces [31–33] have been studied successfully. SHG from semiconductor interfaces has been reviewed recently by Luepke [34].

The development of femtosecond laser systems made the use of nonlinear optics to study ultra–thin magnetic film feasible. Magnetic second–harmonic generation (MSHG) has been reviewed recently by Kirilyuk and Rasing [35], contributions from various magnetic regions of sub–ML nanostructures, due to magnetic terrace or edge atoms on vicinal surfaces, have been identified and hysteresis loops are extracted using this technique [36, 37]. Other developments in this field include electric–field–induced SHG or EFISH, which has been used to study defects or traps at the dielectric/Si interface of gate dielectrics in advanced CMOS devices [38, 39].

Observation of surface optical effects from plasmonic structures can be dated back to the work of Wokaun et al [40], where surface–enhanced SHG was observed in silver island films. Since then, very little work has been published on the use of SHG as a characterisation technique for plasmonic material systems.

The investigation of chiral films using SHG has also attracted interest, as chiral molecules do not possess inversion symmetry. Linear circular dichroism (CD) does not have sufficient sensitivity to probe chiral films of only a few MLs thickness adsorbed on surfaces, and cannot be used in a reflection geometry. Monolayers of larger molecules, with a significant chiral nonlinear response, have been shown to generate a measurable SH response in reflection, when adsorbed on centrosymmetric substrates [41, 42].
1.2 Plasmonic nanostructures

It has been shown by Mie in 1908 [43], that when light interacts with a metal particle, collective oscillations of the free electrons known as plasmons are produced (see Figure 1.3). The oscillating EM field induces a shift in the electrons, causing charges to accumulate on opposite surfaces of the nanoparticle, hence polarising it. The area of research involved in exploring the applications of this response is known as plasmonics. This type of plasmon is often referred to as a localised surface plasmon polariton (LSP), to distinguish it from the surface plasmon of extended flat metal surfaces. This interaction results in interesting optical absorption features associated with LSP resonances (LSPR), which depend on size and shape of the metallic structures [44], as well as an enhancement of the local electromagnetic field. For nanoparticles (NPs) of the metals, with dimensions between 2 nm and 200 nm these absorptions are typically found in the visible range (Ag [45, 46], Au [47] and Cu [48]), other metals like Pb and Al exhibit resonances in the IR and deep UV [49, 50] respectively. These subwavelength structures are attracting attention because of their potential as optical sensors, in waveguiding [51], biosensors [52], and even solar cells [53, 54].

1.2.1 Overview of the literature

The area of plasmonics is being intensively researched at present, and a number of recent reviews have been published [55–57]. The field has progressed through the advances of NP preparation by colloidal synthesis. The process involves the reduction of an acidic solution: as more atoms are formed the solution becomes supersaturated, and precipitation of the noble atoms to form sub-nm particles.
1.2 Plasmonic nanostructures

1.3. OPTICAL PROPERTIES OF METALLIC NANOSTRUCTURES

"common" metals they are usually observed in the visible range (Ag \[141, 142\], Au \[65\] or Cu \[143, 144\]) and deep UV (Al \[145, 146\]).

**Figure 1.3:** The response of a homogeneous metallic sphere placed in an oscillating EM field. The conduction electrons are displaced, polarising the sphere ($p_{ind}$).

follows. these act as nucleation centres for the growth of the NPs \[58\]. Although successful, this cannot produce the ordered arrays of NPs on surfaces required for some of the applications. Nanoscale templates produced by non–lithographic processes can provide a stable surface upon which to grow NPs of various sizes, by self–assembly. This appears to be a promising approach, as the fabrication of templates by electron beam lithography, followed by deposition of the metal, is a specialised and time–consuming process.

The positions of the localised surface plasmon resonances (LSPR) are of critical importance for many applications. This has been shown to depend on the dielectric function of the nanoparticle (NP), its size and shape, the inter–particle separation and the dielectric function of the surrounding medium \[44\].

Analytic theories of the LSPR lineshapes for NPs within a surrounding medium, either immersed in a liquid or embedded in a solid matrix have been developed \[44\] successfully. However, for NPs of arbitrary shape in a complex dielectric
(a) A nanoscale biosensor based on LSPR sensitivity to local medium dielectric changes. The diagram shows the binding of strepvidin molecules to the biotinylated nanotriangles on the substrate, after [52]

(b) NPs can be incorporated in solar cells, acting as scatterers, they increase the optical path of light inside the absorbing material, thus increasing the overall efficiency of the solar cell. The image is a plasmonic quantum–dot solar cell designed for enhanced photoabsorption, after [53].

Figure 1.4: The various applications of plasmonic structures are being heavily researched. Biosensors and solar cells some of the many applications.

environment, analytic solutions are not available and Maxwell’s equations are solved directly using techniques such as the discrete dople approximation and finite difference time domain methods [60]. Analytic theories of NPs supported on planar surfaces have been developed, but only for spheroids and ellipsoids where the NPs are axially symmetric with respect to the surface normal [61]. Numerical approaches have been used for isolated NPs and NP arrays with dimensions accessible by conventional lithographic techniques [62], but smaller less ordered
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Figure 1.5: Colloidal solutions of Ag, Au and Ag-Au bimetallic nanoparticles (after [58]). The colloidal solutions are strongly coloured because of the LSPR in the UV/visible spectral region.

Figure 1.6: Measured extinction spectra of Ag, Cu and Au clusters of various sizes in a glass matrix, after [59]

structures are currently too computationally intensive for this approach to be useful. An approximate analytic theory of the optical response of these systems
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(a) AFM image of faceted Al₂O₃ substrate. Inset: SEM image of Ag NPs grown at glancing angle of 6° on the faceted template.

(b) AFM of a native–oxide–covered rippled Si(001) surface with ∼30 nm periodicity. Inset: SEM of Ag NPs deposited on the rippled surface.

(c) 3µm×3µm STM topographic image of the Si(335) substrate with Pb nanowires, after [63].

**Figure 1.7:** Examples of nanoscale templates: faceted Al₂O₃, Si(001) and Si(335) for the production of aligned nanoscale arrays.

is developed in Chapter 4.

Recent experimental approaches aim to produce aligned nanoscale arrays in
1.2 Plasmonic nanostructures

1.2.1 Optical techniques

Although absorption spectroscopy is routinely used to characterise the plasmonic, optical techniques remain largely unexplored for growth monitoring and characterisation of plasmonic nanostructures. The in–plane LSPRs of anisotropic Nps are accessible to RAS, while the out–of–plane LSPR requires SE. Historically, the RAS response of plasmonic nanostructures was seldom reported, due to limitations in colloidal preparation techniques in the past. It was Witkowski et al who first used RAS to study self-organised, anisotropic cobalt nanodots on vicinal Au(111) [71], demonstrating that with improved methods of sample fabrication, the plasmonic response can be monitored directly. Recent studies have shown that isotropic Ag NPs grown on an anisotropic substrate also produce a
measurable RAS response [72]. Chapter 5 describes the use of RAS and SE to
to characterise LSP systems.

Real-time monitoring of the growth of these anisotropic rippled templates,
during Ar\textsuperscript{+} ion irradiation, which is used at pressures typically in the range of
$10^{-4}$ mbar, is challenging. Epioptic techniques offer significant advantages over
conventional surface techniques in characterising the formation of these surface
structures, as they are insensitive to charged particles and surface potentials. Our
group, in collaboration with colleagues, have shown recently that RAS is a useful
in situ probe of Ag NP growth on facetted Al\textsubscript{2}O\textsubscript{3} [22], raising the possibility that
such optical techniques may be able to monitor the growth of both the template
and the NP array, in real time.

Upon excitation LSP excitation produces a very strong amplification of the
electric field, which is dependent on size, shape and environment of the NP. This
has led to the development of LSP–enhanced spectroscopy, for example Surface
Enhanced Raman Scattering (SERS) [73]. This technique developed originally
using rough Ag surfaces, but the use of LSPRs, particularly localised at the tip of
a scanning probe system, has led to Raman spectra from single molecules being
detected at surfaces [3]. Similarly, this field enhancement can also be used to
amplify the weak signals from nonlinear optical techniques like SHG. SHG from
metal surfaces has been widely studied both theoretically and experimentally [74–
76], since their response is much stronger due to loosely bound electrons which
are more polarisable. However, SHG from self–organised metallic NPs is seldom
reported. SHG is a potential optical technique for monitoring the growth of
these plasmonic structures in real time, particularly when working at the plasmon
resonance, where the signal is amplified substantially. Belardini et al [77], have
conducted spectroscopic SHG on Au nano–wire arrays on ion beam irradiated glass at normal incidence, in order to tune the metal plasmon resonance close to the pump frequency, and also investigated the effect of local tilt of the nanowires. The conversion efficiency was found to increase as the plasmon resonance was shifted closer to the pump wavelength, and highly dependent on the tilt and hence shape of the nanowire in cross-section, indicating the sensitivity of this technique. Furthermore Kim et al have studied third harmonic generation (THG) in silver island films [78]. SHG is useful even when spectroscopic studies may not be possible. Polarisation dependent studies of these structures can provide in–and out–of plane information on symmetry of the NP, as discussed in detail in Chapter 5.

1.3 Thin film chiral systems

A chiral molecule is defined as one which has a non-superimposable mirror image. The term chirality comes from the Greek word kheir, meaning handedness, and was coined by the Irish physicist William Thomson (Lord Kelvin) in his 1884 Baltimore lectures. Perhaps the most universally recognised image of chirality is a pair of hands: the left hand cannot be superimposed on the right one (Figure 1.8). Simple chiral molecules exist in two enantiomeric forms, which differ in their interaction with other chiral systems, but otherwise have the same physical and chemical behaviour. Most of the molecules which are important to living systems are chiral, e.g. amino acids, proteins, sugars and nucleic acids. Chiral drugs have become a dominant feature in today’s pharmaceutical industry, with single enantiomer drug production increasing dramatically. It is estimated that
80% of today's developmental drugs are now chirally pure [79], and improvements in chiral synthesis, purification and characterisation are being sought.

### 1.3.1 Overview of the literature

The invention of scanning tunneling microscopy (STM) has opened up ways to study interactions on a molecular level at well-characterised surfaces. Further advancements in the field have led to probing chiral phenomena, e.g. adsorption and reaction on crystalline surfaces, where absolute chiral recognition can be attained [80]. For example, chirality and conformation of terephthalic acid monolayers on graphite [81] has been studied, while Fang *et al* [82] have used Br atoms as an STM marker on the stereogenic centre to determine the chirality of 2-bromohexadecanoic acid adsorbed on a graphite surface. Chiral discrimination by chemical force microscopy has also been successful [83]: by attaching chiral molecules to the probe tip, the two enantiomers of mandelic acid (2-hydroxy-2-phenylacetic acid) were differentiated through differences in adhesion and frictional forces measured by the probe. The most relevant example, however, for this thesis, is the adsorption of cysteine on Au(110) surfaces in UHV [84, 85]. Figure shows chiral recognition in the dimerisation of adsorbed cysteine observed by STM (Figure 1.9) [84]. Such STM studies have provided important new information but, in general, alternative methods of detection of chirality at surfaces are needed in order to perform these experiments under realistic synthesis conditions, and this is not possible with conventional surface science techniques.
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Figure 1.8: Schematic showing the effect of chirality with an enantiomer pair. The enantiomers, like a pair of hands, are identical but non-superimposable mirror images of each other.

1.3.1.1 Optical techniques

The most popular method of distinguishing between enantiomers is using optical circular dichroism (CD) around the visible of the spectrum. A chiral molecule will absorb left- and right-circularly polarised light in different amounts, and CD involves measuring this difference as a function of wavelength. When circularly polarised light interacts with a chiral molecule in solution, the CD can be expressed as,

\[
\frac{A_l - A_r}{A_{Tot}}
\]  

(1.2)
where $A_l$ and $A_r$ are absorbances for left– and right–circularly polarised light, respectively, and $A_{T\text{ot}}$ is the total absorbance. The responses from CD are extremely weak, typically of the order of $10^{-3}$ of the total absorbance. Other limitations of this technique include the inability to measure samples in reflection, as the effect is annulled. CD cannot be used to characterise thin films of chiral molecules on planar surfaces.

Chiral detection at the very early stages of a reaction would be a breakthrough, as chiral organic synthesis is complicated and expensive. The key would be to achieve chiral discrimination at the monolayer level, which is difficult on surfaces. Nonlinear optics has the sensitivity to do this. The fact that chiral molecules are, by definition acentric, means SHG is capable, in principle, of detecting enantiomeric excess at surfaces, if it has sufficient sensitivity.

It was the pioneering work by Hicks and co–workers in the 1990s, on thin
films of 1,1’–binaphthalene–2,2’–diol (binol) at fused silica and liquid interfaces, that initiated the use of nonlinear optics, specifically SHG, to reveal chirality from monolayers [41, 42]. They used SHG–CD, which is the nonlinear optical technique analogous to CD which measures the difference in SH efficiency of the sample for left– and right–circularly polarised light as a function of wavelength. Chiral–SHG was observed on thin films of binol on quartz. Using a quarter wave plate the SH efficiency was measured as a function of frequency of the laser, as was tuned towards the resonance energy of binol. A racemic surface, (i.e, a 50:50 mixture of the two enantiomers), yielded no difference in SHG efficiency for the left– or right– circularly polarised light. In bulk binol solutions measured using CD, the effect was found to be small, with absorption coefficients for left– versus right–circularly polarised light varying by a factor of $\Delta\epsilon/\epsilon \approx 0.1\%$, whereas the asymmetry in SHG can reach values up to 100% on resonance. This work was extended to larger molecules, such as cytochrome c, and combined with surface enhanced Raman spectroscopy [86]. More recently, the work by Schanne-Klein et al on an acridine substituted Tröger base was shown to have an excitonically enhanced chiral response, that produced a rotation of 66° in the SH polarisation, which was estimated as being six orders of magnitude larger than the linear response (Figure 1.10) [87]. No work has been published on small chiral molecules adsorbed on well–characterised single crystal surfaces, which is an essential first step in probing chiral catalysis at solid surfaces. Small molecules are less polarisable than large ones and it is not clear whether SHG will have sufficient sensitivity to detect the chiral response of a ML of small molecule adsorbed on a single crystal surface.

Two chiral molecules have been studied during the course of this work: cysteine and binol. Cysteine is a small amino acid of considerable biophysical in-
Figure 1.10: $\alpha$–p response of the acridine substituted Tröger base, as a function of quarter–wave plate angle, showing a $66^\circ$ rotation between enantiomers. Top: (+) enantiomer, bottom: (−) enantiomer. Arrows at $+45^\circ$ and $-135^\circ$ indicate that the polarisation of the fundamental laser beam is right–circular. The lines indicate the fitted data. Diagram on the right hand side shows the (+)–7S,17S enantiomer of the acridine substituted Tröger base.

Of the 20 naturally occurring amino acids, only cysteine contains a thiol group which allows a disulfide bond to be formed with other cysteines, which is important in the formation of active structural domains. In addition, the thiol group, –SH, enables excellent binding to gold surfaces. As mentioned above, it has been shown recently by STM that a racemic mixture of cysteine adsorbed on the Au(110) surface, under UHV conditions, forms homochiral molecular pairs [84], giving compelling evidence for chiral discrimination in molecular interactions at crystalline surfaces. Isted et al, used RAS to monitor the deposition
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of (R)-(+)–cysteine on Au(110) in both UHV and electrochemical environments [88] and, due to the self-limiting growth of the molecule, a fingerprint spectrum for a cysteine ML adsorbed on Au(110) was obtained. No chiral studies were undertaken and, as RAS is based on reflection, no direct chiral optical response is expected. Indirect effects associated with different adsorption sites at the surface at the surface cannot be ruled out, however.

In conclusion, the potential for RAS and SHG to compliment well established techniques, for the investigation of surfaces, interfaces, ultrathin films and nanostructures is gathering momentum, which makes epioptics an exciting field to study. The research described in this thesis demonstrates how surface sensitive optical techniques of this kind can be used to characterise plasmonic nanostructures and ultrathin chiral films of small molecules. It is important that these techniques continue to be developed and applied in order to enhance our understanding of the physics and chemistry of these material systems.
Chapter 2

Theory and phenomenology of experimental techniques

“A painter should begin every canvas with a wash of black, because all things in nature are dark except where exposed by the light.”

—Leonardo da Vinci

The propagation of electromagnetic waves through a material gives rise to a number of optical processes, including reflection, refraction, absorption and transmission. By measuring the variation of these processes it is possible to define the optical properties of the material. When the intensity of the incoming radiation is low, the resulting optical processes are linear in nature and are described using linear optics (section 2.1). However, if the intensity of the incoming light is very high (such as that produced by lasers), a number of different phenomena can be
observed; these effects are described by nonlinear optics (Section 2.2).

### 2.1 Linear optical response of materials

Under low incident light intensities, the forces exerted on electrons are small compared to their binding energy. As a result, the electric polarisation induced in the material $P$ depends linearly on the electric field of the light wave,

$$P = \varepsilon_0 \chi^{(1)} E$$

(2.1)

where $\varepsilon_0$ and $\chi^{(1)}$ are the dielectric permittivity and the first order susceptibility respectively. $\chi^{(1)}$ is a measure of the extent to which the incoming electric field causes polarisation and can be seen in the form,

$$\varepsilon = 1 + \chi^{(1)}$$

(2.2)

where $\varepsilon$ is the complex dielectric function, and is described as,

$$\varepsilon = \varepsilon_1 + i\varepsilon_2$$

(2.3)

This can be related to the complex refractive index $N$ by taking the square root of the dielectric function,

$$N = n + ik = \sqrt{\varepsilon_1 + i\varepsilon_2}$$

(2.4)
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where \( n \) is the real part of the complex refractive index and \( k \) is the extinction coefficient. The complex refractive index is a frequency dependent quantity accounting for the absorption of light with increasing distance into the material. Equation 2.4 can then be solved to obtain,

\[
\epsilon_1 = n^2 - k^2 \tag{2.5}
\]
\[
\epsilon_2 = 2nk \tag{2.6}
\]

leading to,

\[
n = \frac{1}{\sqrt{2}} (\epsilon_1 + (\epsilon_1^2 + \epsilon_2^2)^{\frac{1}{2}}) \tag{2.7}
\]
\[
k = \frac{1}{\sqrt{2}} (-\epsilon_1 + (\epsilon_1^2 + \epsilon_2^2)^{\frac{1}{2}}) \tag{2.8}
\]

If the medium is only weakly absorbing from Equation 2.6, \( \epsilon_2 \) is very small and \( n \approx \sqrt{\epsilon_1} \) is thus determined by the real part of the dielectric constant. The reflectivity, \( R \), also depends on both \( n \) and \( k \), and at normal incidence we have:

\[
R = \left| \frac{N-1}{N+1} \right|^2 = \frac{(n-1)^2 + k^2}{(n+1)^2 + k^2} \tag{2.9}
\]

2.1.1 Reflection anisotropy spectroscopy

RAS is a linear optical technique which measures the difference in reflectance \( \Delta r \), normalised to its total reflectance \( r \), between orthogonal symmetry directions in the surface plane at near normal incidence. Reconstructions of the surface layer or adsorbates cause slight differences in reflectance from the \( x \) and \( y \) axis in the surface plane, which lead to a RAS signal. The quantity measured is known as
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the reflectance anisotropy and is defined as,

$$\Delta r = \frac{2(r_x - r_y)}{r_x + r_y}$$  \hspace{1cm} (2.10)

where $r$ is the mean reflectance, and $r_x$ and $r_y$ denote reflection coefficients along the orthogonal polarisation axes in the $x$ and $y$ direction respectively. RAS is very useful for monitoring in situ growth and layer completion because anisotropic surface reconstructions can vary from layer to layer. A comprehensive review of RAS has been published by Weightman et al [10].

Figure 2.1 illustrates the measured polarisation state and the sample orientation of a Au(110) surface. The two main symmetry directions of Au(110) are [110] and [001]. An anisotropy of the surface will result in a slightly different amplitude and phase component being reflected, converting the incident plane–polarised light into elliptically polarised light. For Au(110) the resulting reflectance anisotropy becomes,

$$\Delta r = \frac{2(r_{110} - r_{001})}{r_{110} + r_{001}}$$  \hspace{1cm} (2.11)

The amplitude of the ellipse is related to the real part of the RAS signal, while the phase of the ellipse represents the imaginary part of the signal. The RAS signal is generally measured using a photoelastic modulator (PEM) (see Section 3.3). An alternative approach is to use a rotating sample setup. However, this can be difficult to implement for in situ studies and is less sensitive [89]. The PEM and analyser polariser combination converts a polarisation modulated signal into an intensity modulated signal, which is measured using a detector.
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Figure 2.1: Principle of RAS demonstrated on Au(110). Normally–incident light is linearly polarised and upon reflection becomes elliptically polarised due to a phase and amplitude change which is related to the in–plane anisotropy. Note that the angle of incidence has been exaggerated for clarity.

2.1.1.1 Origin of a RAS signal

RAS is sensitive to surface structure by symmetry considerations. The bulk structure of cubic materials will yield no RAS response i.e. \( \epsilon_{xx} = \epsilon_{yy} \), while the surface will often reconstruct to break cubic symmetry, so any sizeable RAS response from cubic materials will be due to the surface or interface region. Non–vicinal anisotropically reconstructed (100) or (111) surfaces of cubic materials should give a response, but two or three equivalent domains, respectively, often form at the surface which prevents a RAS signal from being observed, as the beam samples a macroscopic area, over which the cubic symmetry is restored, and the signal averages to zero. The (110) surfaces of cubic materials are anisotropic
and tend to form single domain surfaces. The RAS response from reconstructed 
Au(110)–2×1 and double domain Si(100)–2×1 are compared in Figure 2.2. The 
clean Au(110) surface reconstructs at room temperature to produce a 2×1 ‘missing row’ reconstruction [90], which was confirmed with LEED (see Figure 3.12). 
The RAS features above 3 eV are thought to arise from surface modified bulk 
transitions, while the RAS response in the region 1.5–2.5 eV is sensitive to sur-
face reconstruction [91, 92]. Studies of various semiconductors have found that 
the electronic bands of the bulk crystal are modified by the presence of a surface 
layer, which in turn contributes to the RAS profile [93], and it is thought that 
similar contributions occur in metals.

Several phenomenological models have been developed in order to relate the 
optical anisotropy to the surface dielectric function, the most widely used of which
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is the three phase model of McIntyre and Aspnes [94]. In this approach, a thin anisotropic layer of thickness $d$, is located between a semi–infinite isotropic bulk, of dielectric function $\epsilon_b$, and a semi-infinite ambient layer of dielectric function $\epsilon_m$. The surface anisotropy $\epsilon^s$ is then expressed by the two different diagonal tensor components in the $x$ and $y$ direction, $\epsilon_{ii}$. The RAS signal for a detector in the ambient region is given by,

$$\Delta r = \frac{4 \pi d \sqrt{\epsilon_m}}{\lambda} \frac{i(\epsilon_{xx}^s - \epsilon_{yy}^s)}{\epsilon_b - \epsilon_m}$$  \hspace{1cm} (2.12)$$

where $\lambda$ is the wavelength of the light ($d \gg \lambda$). Equation 2.12 can be used to calculate the RAS response when $\Delta \epsilon^s$ is determined using $ab\text{ initio}$ electronic structure theories [10].

2.1.2 Spectroscopic ellipsometry

Spectroscopic ellipsometry (SE) is a linear optical technique widely used for the characterisation of thin films [95]. This well established method that, in its general form, is useful for analysing a number of parameters including layer thickness, dielectric function and surface and interfacial roughness (and thus constituent and void fractions). However, in order to extract this information, modelling is required to allow full optical characterisation of thin films [96].

Ellipsometry works on the principle that linearly polarised light reflected from the surface of the thin film becomes elliptically polarised as shown in Figure 2.3. The change in polarisation is measured by analysing the light upon reflection from a sample. This technique directly measures two values: $\Psi$ and $\Delta$, where $\Psi$ is the azimuth of the ellipse of the reflected light, i.e. the angle between the
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Figure 2.3: The principle of ellipsometry. When linearly polarised light is incident on the sample, the reflected light is elliptically polarised. The ellipticity of the reflected light depends on the optical constants of the sample.

The major axis of the ellipse and the positive direction of the $x$ axis [97], while $\Delta$ is the phase difference between the $s$ and $p$ components (Figure 2.4). Attenuation of the $s$ and $p$ components of light determines the tilt of the ellipse, while the phase shift of the $s$ and $p$ polarised light is related to the ellipticity of the ellipse. The amount of induced ellipticity depends on the optical constants of the material. $\Psi$ and $\Delta$ are related to the Fresnel reflection coefficients, $r_s$ and $r_p$ for $s$ and $p$ polarised light respectively, where $r$ is defined as the ratio of reflected to incident electric field amplitude. The complex ratio of the reflection coefficients of light polarised parallel and perpendicular to the plane of incidence is defined by:

$$\rho = \frac{r_p}{r_s} = \tan(\Psi)e^{i\Delta}$$

(2.13)
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The value of $\rho$ is complex and frequency dependent and contains both the amplitude ratio and phase difference $\Delta$. The quantities in Equation 2.13 are defined as:

\[
\tan(\Psi) = \frac{|r_p|}{|r_s|} \quad (2.14)
\]

\[
\cos \Delta = \delta_p - \delta_s \quad (2.15)
\]

and are related to the intensity ratio and phase difference $\delta$ in the $s$– and $p$–polarised reflected beams. The overall response of the volume sampled by the beam is described by the pseudo dielectric function of the sample, which is given by

\[
<\epsilon(\omega)> = \sin^2 \theta + \sin^2 \theta \tan^2 \theta \left(1 - \frac{\rho(\omega)}{1 + \rho(\omega)}\right)^2 \quad (2.16)
\]
where $\theta$ is the angle of incidence and $\rho$ is given by Equation 2.13. For a general, multi–component system, modelling is required to relate the dielectric function and thickness of the layers to $\langle \epsilon(\omega) \rangle$ [97].

### 2.2 Nonlinear optical response of materials

While the interaction of radiation of low intensity with matter is much more common, high intensity, coherent radiation of the order of MW/cm$^2$, from a laser, causes electrons in a solid to behave nonlinearly as a result of the high electric fields driving them. These nonlinearities contribute to the induced polarisation of the material and can produce complex effects such as sum frequency generation (SFG) and second–harmonic generation (SHG), where a response at twice the exciting frequency can be produced. The electric polarisation $P$, induced in a material by an electromagnetic field $E(\omega)$ is given by:

$$P(k, \omega) = \epsilon_0[\chi^{(1)}E(k, \omega) + \chi^{(2)}E^2(k, \omega) + \chi^{(3)}E^3(k, \omega) + ...]$$  \hspace{1cm} (2.17)

where $\chi^{(i)}$ is the $i$th order susceptibility tensor of rank $i+1$ describing the material response.

#### 2.2.1 Second–harmonic generation

The advent of the laser led to the first observation of SHG, in 1961 by Franken et al [23], and SHG has been intensively studied since, as described in the book by Shen [98]. The first term on the right hand side of Equation 2.17 describes the linear optical response of the material, exploited in techniques like RAS and
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SE where the linear response is the most dominant term. The second term of the expansion describes SFG and SHG.

The SH contribution to the polarisation can come from electric dipole, magnetic dipole and electric quadrupole terms. For centrosymmetric materials with inversion symmetry there can be no bulk electric dipole contribution. At the surface or interface the inversion symmetry is necessarily broken and \( \chi^{(2)} \) is no longer forbidden within the electric dipole approximation. In addition to the surface and interface sensitivity that this produces, SHG has the normal advantages of linear optical techniques. The development of fs lasers has made SHG a non-destructive technique since the lasers have low average power, which minimises sample heating. The nonlinear polarisation describing SFG and SHG is given by

\[
P_i(2\omega) = \epsilon_0 \chi^{(2)}_{ijk} E_j(\omega) E_k(\omega)
\]  

(2.18)

where \( \chi^{(2)}_{ijk} \) is the nonlinear susceptibility tensor. \( \chi^{(2)}_{ijk} \) describes the nonlinear polarisation field generated along \( i \), when an optical field is applied along \( j \) and \( k \). The second order susceptibility tensor, \( \chi^{(2)} \), is a third rank tensor of 27 elements, which depend on the structure and symmetry of the surface or interface. SHG is a special case of three wave mixing, with the number of components reducing from 27 to 18 through the relations [99],

\[
E_j(\omega) E_k(\omega) = E_k(\omega) E_j(\omega)
\]  

(2.19)

\[
\chi^{(2)}_{ijk} = \chi^{(2)}_{ikj}
\]  

(2.20)
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Table 2.1: Non zero $\chi^{(2)}$ components for various symmetry classes.

<table>
<thead>
<tr>
<th>Symmetry Class</th>
<th>Independent non-zero Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1m</td>
<td>$xxx$, $xxy$, $xzz$</td>
</tr>
<tr>
<td></td>
<td>$xxz=xzx$, $yyx=yy$, $yyz=yz$</td>
</tr>
<tr>
<td></td>
<td>$zzx=zzx$, $xxx$, $zyy$, $zz$</td>
</tr>
<tr>
<td>2mm</td>
<td>$xzx$, $zyy$, $xxx$, $zyy$, $zz$</td>
</tr>
<tr>
<td>3m</td>
<td>$xxx=-xyy=-yyx=-yxy$</td>
</tr>
<tr>
<td></td>
<td>$xxx=zyy$</td>
</tr>
<tr>
<td></td>
<td>$xxz=xzx=yzx=yz$</td>
</tr>
<tr>
<td></td>
<td>$zzz$</td>
</tr>
<tr>
<td>4mm, 6mm</td>
<td>$xxz=xzx=yzx=yz$</td>
</tr>
<tr>
<td></td>
<td>$xxx=zyy$</td>
</tr>
<tr>
<td></td>
<td>$zzz$</td>
</tr>
</tbody>
</table>

The induced nonlinear polarisation therefore becomes,

$$\begin{align*}
\begin{pmatrix}
P_x(2\omega) \\
P_y(2\omega) \\
P_z(2\omega)
\end{pmatrix}
&= \epsilon_0
\begin{pmatrix}
\chi^{(2)}_{xxx} & \chi^{(2)}_{xyy} & \chi^{(2)}_{xzz} & \chi^{(2)}_{xzy} & \chi^{(2)}_{xzx} & \chi^{(2)}_{xxy} \\
\chi^{(2)}_{yxx} & \chi^{(2)}_{yyy} & \chi^{(2)}_{yyz} & \chi^{(2)}_{yzy} & \chi^{(2)}_{yzx} & \chi^{(2)}_{yxy} \\
\chi^{(2)}_{zxx} & \chi^{(2)}_{zyy} & \chi^{(2)}_{zzz} & \chi^{(2)}_{zzx} & \chi^{(2)}_{zxy} & \chi^{(2)}_{zyy}
\end{pmatrix}
\begin{pmatrix}
E_x(\omega)E_x(\omega) \\
E_y(\omega)E_y(\omega) \\
E_z(\omega)E_z(\omega) \\
2E_z(\omega)E_y(\omega) \\
2E_z(\omega)E_x(\omega) \\
2E_x(\omega)E_y(\omega)
\end{pmatrix}
\end{align*}$$

(2.21)

The number of components in Equation 2.21 is significantly reduced where the surface contains symmetry elements. Table 2.1 displays the non–vanishing tensor elements for SHG from surfaces and interfaces of different symmetries. Choice of sample geometry and input and output polarisations can be used to simplify the response.

As previously described, SHG is electric dipole forbidden in the bulk of centrosymmetric materials. However, higher order bulk electric quadrupolar and
magnetic dipole terms may contribute [98, 100], and although orders of magnitude smaller, may make a significant contribution due to the excitation volume of the technique.

2.2.1.1 Phenomenological model

In order to use nonlinear techniques as surface or interface probe, a phenomenological model is necessary to relate the SHG efficiency to the linear and nonlinear response of the material. A number of theories for the SH response from surfaces have been developed. Sipe et al [101, 102], have provided a detailed phenomenological model of the SH response from the cubic faces of (001), (111) and (110), which include electric dipole and quadrupolar contributions from both surface and bulk. These expressions can be adapted for the measurement approach used throughout this thesis. This involves rotating the plane of polarisation of the excitation beam by an angle $\alpha$, while keeping the sample at a fixed azimuthal position aligned along high symmetry directions [103], SH $s$– or $p$–polarised output is detected.

For a linearly polarised incident electric field polarised at an angle $\alpha$ to the plane of incidence (see Figure 2.5), field components $E_x$, $E_y$, and $E_z$, can be expressed in terms of $\alpha$,

$$
\begin{pmatrix}
E_x(\omega) \\
E_y(\omega) \\
E_z(\omega)
\end{pmatrix} =
\begin{pmatrix}
a \cos \alpha \\
b \sin \alpha \\
c \cos \alpha
\end{pmatrix}
\begin{pmatrix}
E(\omega)
\end{pmatrix}
$$

(2.22)

where $a$, $b$ and $c$ are Fresnel coefficients. Substituting this into Equation 2.21 the
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$p$- and $s$- components of the reflected SH intensity can be written as:

\[
I_p^\alpha \propto [A \cos^2 \alpha + B \sin^2 \alpha + C \sin 2\alpha]^2 \tag{2.23}
\]

\[
I_s^\alpha \propto [F \cos^2 \alpha + G \sin^2 \alpha + H \sin 2\alpha]^2 \tag{2.24}
\]

where $\alpha$ is the polarisation vector angle with respect to the $x$ axis. The SH response is fitted to Equations 2.23 and 2.24 where the coefficients $A$, $B$, $C$, $F$, $G$ and $H$ are a function of the Fresnel coefficients, dipolar second order susceptibility $\chi_{ijk}$, bulk quadrupolar terms and possible third order terms that may arise from electric fields or strain [104]. For a Si(001) interface with 4mm symmetry, the non-zero electric dipole terms, as shown in Table 2.1, are $zzz$, $zxx=zyy$, $xxz=yyz$. All of these terms are isotropic for rotation about the sample normal and thus are the same for measurements in the $xz$ or $yz$ plane of incidence. For the $s$-polarised output, which eliminates all terms of form $zjk$, only $H$ with the dipole term $xxz=yyz$, is non-zero, which results in an overall $\sin^2 2\alpha$ behaviour. For 1m vicinal samples, this result also holds when the plane of incidence is the mirror plane of the system [105]. Many more terms contribute to the $p$-polarised output, which produces a stronger SH response, but often making interpretation difficult.

Experiments at near normal incidence are a special case: the electromagnetic field vectors lie in the plane of the surface, thus eliminating all $z$-dependent components and providing in-plane information about the surface or interface. This configuration further reduces the number of elements needed for consideration, which is advantageous for samples of low symmetry. The SHG intensity, at
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Figure 2.5: SHG geometry in reflection from a surface. The incoming linear field at incidence angle $\alpha$, to the plane of incidence ($xz$ plane), which lies at an azimuthal angle $\psi$, to the $\zeta$-axis of the sample. $p$–polarisation has $\alpha=0^\circ$, $s$–polarisation has $\alpha=90^\circ$. The $s$– and $p$–polarised components of the outgoing fields are detected.

Normal incidence, in the absence of symmetry is given by,

$$I_x^{2\alpha} \propto |\chi_{xxx} \cos^2 \alpha + \chi_{xyy} \sin^2 \alpha + \chi_{yxy} \sin 2\alpha|^2$$  \hspace{1cm} (2.25)

$$I_y^{2\alpha} \propto |\chi_{yxx} \cos^2 \alpha + \chi_{yyy} \sin^2 \alpha + \chi_{yxy} \sin 2\alpha|^2$$  \hspace{1cm} (2.26)

Table 2.1 shows that $xyx$, $yxx$ and $yyy$ are zero for 1m symmetry, and all in-plane components are zero for 2mm and 4mm symmetries. This shows how individual $\chi^{(2)}$ tensor elements can be isolated. No SHG will be detected using this experimental geometry from surfaces and interfaces of 2mm and 4mm symmetries.
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2.2.2 Investigation of chirality using SHG

Circular Dichroism (CD) is a measure of the difference in the spectral absorption between left- and right-circularly polarised light. CD is the main technique for probing chiral molecules in solution, but cannot detect chirality in ultrathin films of small molecules at surfaces, as the response is too weak. The theory of chiral SHG expresses the optical activity in terms of the rotational strength $R$, which results from the interaction between the electric and magnetic dipole transitions, and is defined as:

$$R = \text{Im}(\mu \cdot m) \quad (2.27)$$

where $\mu$ and $m$ are the electric dipole and the magnetic dipole transition moment respectively. If the molecule has a centre of symmetry either the sum of all induced electric and magnetic dipoles is zero, or the vectors representing the magnetic and electric dipoles are orthogonal to each other [41, 42, 106], the result being no optical activity is revealed. The dot product $\mu \cdot m$ is very small compared to $\mu$, however chiral molecules are inherently acentric, which guarantees a dipolar SH response. Placing chiral molecules on an isotropic, centrosymmetric surface will give rise to a SH response from the interface between the two media. The nonlinear optical response offers the advantage of measurement in reflection, and macroscopic averaging does not remove the chiral dipolar SHG response, in contrast to solutions of achiral molecules where the dipolar response averages to zero.
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2.2.2.1 Phenomenological model

As mentioned above, in addition to the usual electric dipole moment, chiral molecules also respond to the magnetic component of the driving field; as a result the induced polarisation for chiral molecules is,

\[ P_i(2\omega) = \chi_{ijk}^{eee} E_j(\omega) E_k(\omega) + \chi_{ijk}^{eem} E_j(\omega) B_k(\omega) \] (2.28)

where \( e \) and \( m \) indicate the electric and magnetic contributions to the second order susceptibility tensor components \( \chi_{ijk} \), while \( E \) and \( B \) are the fundamental electric and magnetic fields, respectively. For a magnetic dipole interaction at \( 2\omega \), the second order nonlinear surface magnetisation is;

\[ M_i(2\omega) = \chi_{ijk}^{mee} E_j(\omega) E_k(\omega) \] (2.29)

Instead of the usual \( \chi^{(2)} \) for nonlinear susceptibility, separate dipole contributions are identified: \( \chi^{eee} \), \( \chi^{eem} \) and \( \chi^{mee} \), where the last two superscripts identify the interaction of two input photons, and the first superscript is the creation of an output photon as a result of the electric dipole interaction \( e \), or the magnetic dipole interaction \( m \) [107]. In \textit{Lehrbuch der Optik} [108], Drude described optical activity by assuming that electrons within chiral molecules are forced to move along a helix by the incoming radiation. This can seen in Figure 2.6 where the polarisation and magnetisation induced by the incoming field forces the electrons to move in a helical path. The source of radiation contains a field parallel to the electric dipole, \( E(\mu) \), as well as a field perpendicular to the magnetic dipole, \( E(m) \). A rotation of the plane of polarisation is obtained by summing these
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\[ E_{\text{in}} \rightarrow E_{\text{out}} \]

Figure 2.6: Optical activity of a helical molecule. The absorption of a photon causes an electric \( \mu \), and a magnetic transition moment \( m \) in the helical molecule. This interaction results in a rotation of the plane of polarisation, which is opposite in direction for two enantiomers.

Vectors, while changing the handedness changes the sign of optical rotation. Each chiral molecule occurs in two enantiomers which are mirror images of each other, and for the two enantiomers the magnetic dipole transitions are equal but opposite in sign.

If the molecules are assumed to be distributed isotropically in the surface plane then the usual electric dipole \( ijk \) terms, \( zzz, zxx=zyy, xxz=yyz \) are present. However chirality introduces components of the form \( xyz \) and its permutations. In Table 2.2 the nonvanishing tensor components for achiral and chiral surfaces are identified. In our experimental setup, the plane polarised input beam was passed through a quarter wave plate. Such wave plates are generally used to produce right– and left–circularly polarised light. In our case, the wave plate is rotated, which offers some advantages in terms of the tensor components that can be extracted [109]. While these experiments can be performed at a frequency
Table 2.2: Independent components of tensors $\chi^{eee}$, $\chi^{eem}$ and $\chi^{mee}$, for both achiral and chiral surfaces [110].

<table>
<thead>
<tr>
<th>Susceptibility</th>
<th>Isotropic and achiral</th>
<th>Isotropic and chiral</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^{eee}$</td>
<td>$Z_{EE}Z_{EE}$</td>
<td>$Z_{EE}Z_{EE}$</td>
</tr>
<tr>
<td>$zzz=zzz$</td>
<td>$zxx=zyy$</td>
<td>$zxx=zyy$</td>
</tr>
<tr>
<td>$xxz=zyy$</td>
<td>$xxz=yyy=yyyy$</td>
<td>$xxz=yyy=yyyy$</td>
</tr>
<tr>
<td>$xxz=zzz=yyyy=yyyy$</td>
<td></td>
<td>$xxz=yyy=yyyy$</td>
</tr>
<tr>
<td>$xyz=-yxz$</td>
<td>$xyz=-yxz$</td>
<td>$xyz=-yxz$</td>
</tr>
<tr>
<td>$zxy=-zyx$</td>
<td>$zxy=-zyx$</td>
<td>$zxy=-zyx$</td>
</tr>
<tr>
<td>$zxy=-zyx$</td>
<td>$zxy=-zyx$</td>
<td>$zxy=-zyx$</td>
</tr>
<tr>
<td>$xyz=xzy=yyyy=yyyy$</td>
<td></td>
<td>$xyz=xzy=yyyy=yyyy$</td>
</tr>
</tbody>
</table>

which is close to a dipole allowed transition (at $\omega$ or $2\omega$) in order to enhance the SH signal, the work outlined in this thesis presents studies in the nonresonant regime, where the incoming laser frequency and its harmonic are far away from dipole resonances. For a rotating quarter wave plate at an angle $\theta$ between its fast axis and the p–polarised direction, the intensity of the second harmonic, is given by the equation,

$$I(2\omega) \propto (f' - g' + 4f'' \cos 2\theta - (f' - g') \cos 4\theta + 2h'' \sin 2\theta - h' \sin 4\theta)^2$$

$$+ (f'' - g'' - 4f' \cos 2\theta - (f'' - g'') \cos 4\theta - 2h' \sin 2\theta - h'' \sin 4\theta)^2$$  \quad (2.30)$$

where the real and imaginary parts $f'$, $g'$, $h'$, $f''$, $g''$ and $h''$ involve combinations of Fresnel coefficients and tensor components [111]. For p–polarised output, $f$ and $g$ depend only on achiral components, while $h$ depends only on chiral compo-
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ponents, which change sign for measurements between enantiomers. For s–polarised output, this classification is reversed. For nonresonant measurements the electric dipole terms are real and the magnetic dipole terms are imaginary. Chiral effects can be detected using SHG if there is a sufficient phase difference between chiral and achiral components [112]. A simultaneous nonlinear least squares fit of Equation 2.30 to both enantiomers was used, but reversing the sign of $h$ between the enantiomers (or $f$ and $g$ for s–polarised output).
Chapter 3

Experimental techniques and procedures

“Experimenters are the shock troops of science”

—Max Planck

This chapter discusses the techniques and procedures used during the course of this work. The experimental details of sample preparation for the two main experiments are described: the preparation of rippled silicon templates and the preparation of chiral samples. The optical techniques used to characterise the samples are discussed in detail, while the conventional surface science techniques used are also outlined.
3.1 Ultra high vacuum (UHV)

The optical techniques used for this work are highly surface and interface sensitive, and are strongly affected by adsorbates including contaminants which change the structure and hence the properties of the surface. In order to quantify the optical properties and the effect of adsorbates on the sample, atomically clean surfaces are required. Using the kinetic theory of gases a simple calculation shows that the time taken for the adsorption of one monolayer (ML) of contaminant gas, at a pressure of $1 \times 10^{-9}$ mbar and assuming a sticking coefficient of 1, is of the order of 1500 seconds (approximately half an hour). Thus a pressure of $1 \times 10^{-10}$ mbar allows sufficient time to perform optical characterisation before the surface is significantly contaminated. A lower pressure is, of course, desirable as one increases the time available for an experiment.

Two vacuum systems of similar design were used during the course of this work; one for chiral studies and one for silicon studies. The systems achieve a base pressure below $1 \times 10^{-10}$ mbar after baking to 400 K. Evacuation is achieved by the use of a rotary pump with a turbo molecular pump. After baking, UHV is maintained with an ion pump and cycles of the titanium sublimation pump (TSP). Both chambers are equipped with LEED (see section 3.5.1) and AES (see section 3.5.2) optics to determine surface quality prior to RAS and SHG experiments. The position of the strain relieved window used for in situ RAS and off-normal SHG measurements is shown schematically in Figure 3.1. The second UHV system is similar.
3.2 Sample preparation

3.2.1 Rippled silicon templates

All the samples were made using offcuts from commercially available single crystal Si(001) wafers as the substrate. The samples were prepared in UHV conditions,
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Figure 3.2: Sample holder used for preparing rippled Si in UHV. Tantalum pieces are coloured grey, white indicates ceramic pieces, and orange indicates the Si sample.

which in this context means below $10^{-10}$ mbar. The sample was first allowed to outgas for several hours at 870 K, until the pressure stabilised below $10^{-10}$ mbar. The sample is then cleaned by flash heating to approximately 1470 K. Temperatures above 800 K were measured using an optical pyrometer. The emissivity of the Si sample was set to 0.66 by using a Pt resistance thermometer at the lower end of the temperature range. The estimated error in the sample temperature readings is $\pm 20$ K. Resistive heating was used to heat the sample; in this approach the substrate is heated directly, producing an increase in thermal charge carriers and hence conductivity. This is possible due to the negative coefficient of resistance of Si. A high voltage is first applied across the sample to break down the native oxide layer and create enough thermal carriers for conduction. Once a current has been established, the sample can then be uniformly heated below the melting point of the sample. The samples are clamped to the simple sample holder (Figure 3.2), and current is passed through the sample via the positive and negative terminals. Low energy electron diffraction (LEED; Section 3.5.1), and Auger electron spectroscopy (AES; Section 3.5.2) were used to confirm a
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**Figure 3.3:** Ion gun used to make rippled samples. The ion gun ionizes Ar atoms in the source region of the gun, extracts and columnates the ions, and directs the beam at the sample.

Clean and ordered surface. The ripples were created by irradiation of the sample surface using high energy Ar ions at 500 eV from an ion gun at an angle of incidence of 70°. Gas atoms in the source region of the gun are ionised, extracted and accelerated towards the sample as a beam (see Figure 3.3). The ion flux used in these experiments remained constant at $1 \times 10^{17} \text{ m}^{-2}\text{s}^{-1}$. The greater the ion fluence (the total number of ions impinging on the sample) the longer the periodicity of the ripples [113, 114], as the process is cumulative. The projection of the ion beam was aligned along a main azimuth on the substrate e.g. the [100] direction. The evolution of the ripples was monitored *in situ* using RAS and SHG (see sections 3.3 and 3.4). The ripple morphology was confirmed using Atomic Force Microscopy (AFM), where the profiles and amplitude of the ripples could be determined (Figure 3.4).
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![AFM of a rippled Si sample template created by ion bombardment.](image)

**Figure 3.4:** AFM of a rippled Si sample template created by ion bombardment.

![2-D skeletal image of R–binol and S–binol](image)

**Figure 3.5:** a) 2-D skeletal image of R–binol b) 2-D skeletal image of S–binol

### 3.2.2 Preparation of chiral binol samples

1,1’-binaphthalene-2,2’-diol (binol), is an organic compound frequently used as a ligand for transition metal catalysed chiral synthesis, available in R– and S– forms (Figure 3.5). A 0.4 Kg/L solution of binol dissolved in dichloromethane (CH$_2$Cl$_2$) was prepared and deposited on fused silica glass and on a Si wafer using a pipette. The solvent evaporates leaving behind a thin film of binol. Assuming that the solution spreads evenly and, based on drop size, the liquid film thickness is 100 µm, an average thickness after evaporation of ~40 nm is expected theoretically. The thickness of the binol films was measured using spectroscopic ellipsometry (SE; see Section 3.6) and was found to be 22 ± 3 nm.
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Figure 3.6: 2-D skeletal image of (R)-(+)–Cysteine molecule (L–cysteine)

3.2.3 Preparation of chiral cysteine films

Cysteine is an amino acid, one of the building blocks of proteins that are used throughout the body. It is usually found in foods such as poultry, yogurt, egg yolks and various vegetables. Cysteine protects cells from free radical damage and helps breakdown extra mucous in the lungs.

Thin cysteine films were prepared on Si(001) was prepared by dissolving a solution in de-ionised water. The solution was then deposited on a Si(001) substrate. When the solvent evaporates, a thin film of cysteine is left behind.

Thin cysteine films on Au(110) were also prepared. The substrate was a Au(110) single crystal of 5N purity, cut and polished by Surface Preparation Laboratory (www.spl.eu), of 8 mm diameter and 1.2 mm thickness. The sample was mounted on 0.25 mm diameter tungsten wire, which was looped through the sample via two cylindrical holes spark-eroded by the manufacturer. The sample was then spot welded onto two molybdenum rods, which are part of the sample holder (Figure 3.7). The sample was heated by a tungsten filament located directly behind the sample. The temperature was measured using an R–type thermocouple located in a hole spark-eroded by the manufacturer. The sample was cleaned by repeated cycles of Ar$^+$ etching and annealing. The ion etching serves to remove unwanted contaminants such as C, O or S that
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Figure 3.7: Diagram of the sample holder for the Au(110) substrate. The tungsten mounting wire is spot welded to the molybdenum rods. The dotted black line indicates the W filament for sample heating mounted directly behind the Au. The temperature was measured using an R-type thermocouple.

segregate to the single crystal surface. The annealing recrystallizes the sample surface, forming a well ordered surface where any damage caused by the ion etching process has been removed. The ion etching process involved backfilling the chamber to $5 \times 10^{-6}$ mbar of Ar gas via a leak valve on the ion gun. The sample was then put through numerous cycles consisting of 20 minute sputter sessions at 500 eV at room temperature, followed by a 10 minute anneal at 700 K, as this yields the largest domains of the Au(110) $2 \times 1$ ‘missing row’ structure [115]. The
cycling gradually exhausts the surface region of impurities that segregate to the surface. The surface quality was confirmed using LEED, Auger and RAS.

Cysteine was sublimed onto the sample surface in UHV from a pyrex test tube (Figure 3.8). The attachment to the UHV chamber was pumped down, and the cysteine outgassed to 400 K. The valve to the pumping line was then closed, the cysteine heated to approximately 430 K, and finally the valve to the UHV system was opened. A background pressure of $10^{-6}$ mbar of cysteine was established for about 45 minutes by passing a current of 200 mA through a heating coil surrounding the test tube. The temperature was measured using a K-type thermocouple. The deposition is monitored \textit{in situ} using RAS to compare with
3.3 Reflection anisotropy spectroscopy

3.3.1 Introduction

As was discussed in Chapter 1, RAS is a non-destructive, non-invasive optical technique used to probe surfaces and interfaces. The technique measures the difference, \( \Delta r \), normalised to its total reflectance, \( r \), between the normal incident reflectances for two orthogonal polarisation directions in the surface plane of the material system under investigation. RAS is sensitive to optical anisotropy in thin films and nanostructures at the surface and interface, if the bulk is isotropic. An isotropic surface or bulk structure has equal reflectivities from both the \( x \) and \( y \) directions on the surface plane and will yield no RAS response; this is the case with the double–domain Si(001)–2×1 surface discussed previously (Figure 2.2).

3.3.2 Experimental arrangement

The apparatus consists of a broad band light source (Xe lamp), an input polariser which cleans up the polarisation before illuminating the sample at normal incidence, a photoelastic modulator (PEM), which alternates the polarisation between 0° and 90°, an output polariser which converts the polarisation modulation into an intensity modulation, and finally the monochromator and detector. The RAS system, shown schematically in Figure 3.9, follows the design as described in [10]. The incident polarisation is chosen to be at 45° with respect to two main orthogonal symmetry directions of the sample, in order for the PEM to modulate
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**Figure 3.9:** Diagram of a PEM RAS setup, after [10]. When performed *in situ*, a low strain window must be fitted to the chamber, as strain in the window produces an artificial RAS signal.

The polarisation along orthogonal axis to measure anisotropy. Two RAS systems of similar design were used, a smaller system with an energy range of 0.76-5 eV, and a larger broad band system with an energy range of 0.42-5 eV (Figure 3.9). The smaller, more portable RAS consists of a Xe lamp, MgF$_2$ coated aluminium mirrors, quartz Glan-Taylor polarisers, a fused silica PEM, a Si-InGaAs detector (Electronik Manufaktur Mahlsdorf [116]) and a double grating monochromator. The components that differ in the broad band RAS are the MgF$_2$ polarisers, the CaF$_2$ PEM, a LN cooled InAs detector and a triple grating monochromator. A Labview (National Instruments) program facilitates the interchangability between the components. Several types of measurements are possible with this setup: spectral RAS, time-dependent RAS to monitor growth, and magnetic field dependent measurements of the polar magneto–optical Kerr effect [MOKE; 117–119].
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Figure 3.10: a) Small RAS used for *in-situ* work 0.76-5 eV. b) Broad band RAS 0.42-5 eV

Light polarised parallel to the modulation axis of the PEM will undergo a retardation of $\Gamma$, of the form;

$$\Gamma = \Gamma_0 \sin(\omega t) \quad (3.1)$$

where $\Gamma_0$ is the modulation amplitude and $\omega$ is the modulation frequency (50kHz).
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The effect of light passing through these components on the amplitude can be described using the Jones matrix formalism,

\[
A \propto \begin{pmatrix}
\cos \frac{\Gamma}{2} & i \sin \frac{\Gamma}{2} \\
-i \sin \frac{\Gamma}{2} & \cos \frac{\Gamma}{2}
\end{pmatrix}
\begin{pmatrix}
rx & 0 \\
0 & ry
\end{pmatrix}
\begin{pmatrix}
1 \\
1
\end{pmatrix}
\propto \begin{pmatrix}
rx \cos \frac{\Gamma}{2} + iry \sin \frac{\Gamma}{2} \\
ry \cos \frac{\Gamma}{2} + irx \sin \frac{\Gamma}{2}
\end{pmatrix}
\] (3.2)

where \(\Gamma\) is the retardation caused by the PEM, and \(rx\) and \(ry\) are reflection coefficients. The resulting intensity at the detector is proportional to \(|A|^2\), and is a harmonic series \(I_0 + I_{\omega} + I_{2\omega} + \ldots\), where \(I_0\) is the time-independent component and the remaining terms are root-mean-square oscillations at the angular frequencies indicated by the subscripts. Setting \(\Gamma_0\) to 2.405 radians ensures half-wave modulation and hence rotation of the plane of polarisation and leads to [10, 120];

\[
\frac{I_{n\omega}}{I_0} = \frac{2J_n(\Gamma_0)\text{Im}[\Delta r/r]}{1 + |\Delta r/r|^2/4} \approx 2J_n(\Gamma_0)\text{Im} \frac{\Delta r}{r}
\] (3.3)

where \(n\) is an odd integer and \(J_n\) is a Bessel function of order \(n\),

\[
\frac{I_{n\omega}}{I_0} = \frac{2J_n(\Gamma_0)\text{Re}[\Delta r/r]}{1 + |\Delta r/r|^2/4} \approx 2J_n(\Gamma_0)\text{Re} \frac{\Delta r}{r}
\] (3.4)

where \(n\) is an even integer. The real and imaginary parts of the reflectance difference \(\Delta r/r\), are proportional to the AC/DC ratios of the signal at \(2\omega\) and \(\omega\), respectively:

\[
\text{Re} \frac{\Delta r}{r} \approx \frac{I_{2\omega}}{I_0}
\] (3.5)

\[
\text{Im} \frac{\Delta r}{r} \approx \frac{I_{\omega}}{I_0}
\] (3.6)
One of the advantages of this setup is that it allows for the possibility of recording both real and imaginary (the first and second harmonic) parts of $\Delta r$ using a lock-in amplifier.

3.4 Second–harmonic generation

3.4.1 Introduction

As was discussed in Chapter 1, SHG is a non-linear optical technique used for the characterisation of surfaces and interfaces, which is sensitive to broken symmetries [98]. Where there is a centre of inversion present in a crystal, SHG is bulk dipole forbidden [101]. A break in symmetry at the surface or interface of a crystal, which can be caused by reconstructions, step formation and strain, as well as by local electric or magnetic fields, gives rise to a dipolar second–harmonic response.

3.4.2 Experimental arrangement

As discussed in section 3.1, the experimental approach depends greatly on whether the sample is to be measured in situ or ex situ. Two geometries are typically used: a rotating sample geometry, which involves rotating the sample while keeping the input and output polarisations fixed, or a rotating polarisation geometry which requires rotating the input (or output) polarisation while keeping the output (or input) polarisation in a fixed position. A rotating polariser configuration was preferred since sample rotation is difficult when working in UHV; all SHG experiments performed for this thesis were made using a rotating polarisation geometry.

Femto-second lasers are used for SHG studies because they are a source of
intense radiation with high peak powers while maintaining a low average power to minimize sample heating. A Coherent Inc. Mira 900–F Ti-sapphire femtosecond laser was used for the SHG work conducted in this thesis. The Mira is pumped by a 5 W continuous wave Verdi laser. The green beam of the Verdi V5 is produced from a laser diode pumped Nd:YVO$_4$ crystal, frequency doubled using lithium triborate. Passive Kerr lens modelocking produces pulses of approximately 150 fs at a repetition rate of 76 MHz. The spectral width of the pulse is typically 12 nm at the pump wavelength of 800 nm. Diagnostic tools such as a laser spectrum analyser and autocorrelator help to keep the laser working to specification, which is important for sensitive experiments of this kind.

The experimental arrangement for SHG is shown in Figure 3.11. The optical components consist of two Glan Taylor polarisers, a zero order half wave plate for 800 nm, a dielectric mirror working in the 790-1000 nm range and a 50 cm focal length Ag coated concave focusing mirror. To ensure that only the SH signal from the sample was detected a Schott glass filter (OG550) was placed between the focusing mirror and the sample. After reflection from the sample, care was needed in choosing the material of the optical components as, for example, quartz will generate a the SH signal, at 400 nm; for this reason the output optical components (optics after reflection from the sample), consisting of a lens, right angled prism and Pelin Broca prism, are all made of fused silica. The Pelin Broca prism is used to separate the intense first harmonic signal (at 800 nm) from the second–harmonic (at 400 nm) signal using total internal reflection. An additional Schott glass filter (BG39) was placed before the monochromator and removes any additional first harmonic that may have been scattered off the surrounding optics. A photomultiplier tube (PMT) Hamamatsu R1427P was used to detect the SH
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in photon counting mode. The photon counter (Stanford Research SR400) was connected to a computer via a GPIB and the counts recorded using a Labview program. Several kinds of SHG experiments are possible: polarisation rotation, sample rotation, time–dependent SHG and magnetic field dependent SHG (also known as MSHG). As a smaller spot size will yield a greater SH response, the Gaussian beam was expanded using a telescope configuration and re–focussed with a concave mirror to achieve a small spot size. Expanding the beam by a factor of 8 makes it possible to focus down to below 100 microns, as measured using the standard knife-edge technique. For SHG measurements involving chiral studies, the half-wave plate is replaced with a quarter-wave plate, in order to produce right and left–circularly polarised light (see Section 2.2.2 for details). For in situ chiral studies the arrangement was similar to that shown in Figure 3.11.
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Figure 3.11: Schematic of the rotating polariser SHG experimental arrangement.
3.5 Conventional surface science techniques

3.5.1 Low energy electron diffraction (LEED)

Low energy electron diffraction (LEED) is a technique which uses the diffraction of electrons by a crystal lattice in the surface region to probe its structure. The diffracted beams form a LEED image on a phosphor screen, which is a projection of the lattice in reciprocal space. The position and intensity of the LEED spots (diffraction spots) can yield information on symmetry, size and alignment of the adsorbate unit cell with respect to the substrate unit cell. In this work LEED was used to confirm the formation of the required symmetry. LEED employs a beam of electrons of well defined energy, typically in the range 20-200 eV, which are normally incident on the sample. A LEED pattern is then generated if the surface is well ordered. The wavelength of electrons given by the de Broglie relation,

\[ \lambda = \frac{\hbar}{p} \quad (3.7) \]

where the electron momentum

\[ p = mv = (2mE_k)^{\frac{1}{2}} = (2meV)^{\frac{1}{2}} \quad (3.8) \]

\( V \) is acceleration voltage and the other symbols have their usual meaning. For a beam of electrons of energy 20 eV, the electron wavelength is 0.3 nm, which is comparable to the size of surface atomic spacings, making this technique highly sensitive to the surface structure. Figure 3.12 shows the LEED pattern from clean Au(110).
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Figure 3.12: LEED image of the clean Au(110)-1×2 reconstruction at 129 eV showing the unit cell and crystallographic directions.

3.5.2 Auger electron spectroscopy (AES)

Auger Electron Spectroscopy (AES) is a technique which measures elemental composition of the surface using the Auger effect. Auger electrons are emitted as a result of a decay of the core hole created by the incident electron beam. As each atom has its own unique spectrum, AES can provide information on the constitution of the surface. AES involves focusing a beam of electrons on the sample surface at a fixed energy of 3 keV, and applying a modulating voltage of 1-10 V peak-to-peak to the middle grids of the retarding field analyser, detecting total secondary electrons using a lock-in amplifier. Both LEED and AES are measured using the same apparatus, an Omicron SpectaLEED rear-view LEED/AES system, (shown in Figure 3.13). Figure 3.15 shows the typical AES spectra from clean Au and Si substrates.
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Figure 3.13: Schematic of the LEED-Auger system. To change from a LEED measurement to AES the inner grids are switched to an oscillating retarding field.

Figure 3.14: Schematic of the Auger effect. By convention, this is described as a KL_{2,3}L_{2,3}
3.6 Spectroscopic ellipsometry

SE is an optical technique which uses the change in polarisation of light upon reflection from a thin film or substrate to determine the dielectric function and the thickness of the thin film.

Linearly polarised light reflected by a sample at an oblique angle of incidence becomes elliptically polarised. The reflection coefficient parallel \( r_p \) and perpendicular \( r_s \) to the plane of incidence will undergo a phase and amplitude modulation, where \( r \) is defined as the ratio of reflected to incident electric field amplitude. Ellipsometry measures the complex reflection ratio \( \rho \), which is then related to \( \epsilon(\omega) \) and the angle of incidence \( \theta \) (see Section 2.1.2).

Figure 3.15: AES spectra from clean Si and Au substrates from an energy range of 0-300 eV. The NOO and LMM transitions at 69 eV and 92 eV respectively were confirmed using reference spectra from [121]. An NOO transition is 4f 5d 5d and an LMM transition is 2p 3d 3d, in the more usual notation.
3.6 Spectroscopic ellipsometry

The variable angle spectroscopic ellipsometer used was the SOPRA GESP5, which works in a rotating input polariser configuration. The light source is a xenon lamp, chosen for its broad and relatively flat spectrum. After reflection from the sample the signal is measured by an adjustable analyser polariser, monochromator and PMT detector, the input polariser and analyser are quartz Rochon polarisers attached to stepper motors. SOPRA multi-layer modelling software was used to extract film thicknesses, after calibration of the system using a SiO$_2$ layer of known thickness grown on a Si wafer. The instrument itself is set up according to the schematic in figure 3.16. The polariser and analyser are mounted on separate stages and move with symmetric motion. Their movement is controlled by individual stepper motors which orientate themselves to the chosen angle during measurements with an accuracy of $\leq 0.02^\circ$. Microspot
3.6 Spectroscopic ellipsometry

attachments are placed in front of the two stages in order to focus the beam. The microspot attachment reduces the optical beam diameter to 300 µm; otherwise the beam is a few millimetres in diameter.
Chapter 4

Analytic theory of the linear optical response of aligned ellipsoidal nanoparticles on planar surfaces

“Mankind is not a circle with a single center but an ellipse with two focal points of which facts are one and ideas the other.”

—Victor Hugo

Modelling the anisotropic optical response from ellipsoidal islands is challenging, as analytic expressions only exist for NPs which are isotropic in the surface plane [61]. The resonant structure of the NP depends on particle dimensions, the dielectric function of the embedding medium and shape of the NP. The plas-
monic response is further modified by image charge effects when the single NP is supported on a substrate, which in turn modifies the optical response of the system. Additionally, where the NPs are present in arrays on the surface, the local fields are further modified by the direct and image charge multipolar interactions between the NPs.

4.1 Theory and phenomenological model

Local field effects contribute to the splitting of resonances along the crystallographic axes, $x$, $y$ and $z$, for anisotropic ellipsoidal islands grown by self-assembly. The basic assumption of the model is that the NP can be regarded as being embedded in the capping layer. With this assumption, Camelio et al [67] based on the work by Yamaguchi [122, 123] show that local field effects can be combined as an effective depolarization parameter, $F'$, in the expression for the in-plane and out of plane dielectric response of the NP layer:

$$\epsilon_L = \epsilon_{cap} \left(1 + \frac{NV(\epsilon - \epsilon_{cap})}{\epsilon_{cap} + F'(\epsilon - \epsilon_{cap})}\right)$$  \hspace{1cm} (4.1)

$$F' = \frac{\epsilon_0 \epsilon_{cap}^2}{\epsilon - \epsilon_{cap}} \alpha\beta + L(1 + \epsilon_0 \epsilon_{cap} \alpha\beta)$$  \hspace{1cm} (4.2)

where $N$ is the number of NPs per unit volume, each NP of volume $V$, $\epsilon_{cap}$ is the capping layer dielectric function, $\epsilon$ is the NP dielectric function, $L$ is the NP geometrical depolarisation factor, $\beta$ is the dipole interaction between neighbouring islands and $\alpha$ is the polarisability per unit volume.

In the course of this chapter, a full analytical treatment of the optical response
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has been developed, where the effects of island anisotropy, coupling effects, image charge contribution and effects of capping have been taken into consideration. Once an analytical expression for the NP layer dielectric function has been obtained, a transfer matrix formalism is introduced to compare experiment and theory. The validity of the approach developed herein is verified by comparing the simulation with experiments performed on three different samples. In this approach, only oblate spheroids were considered.

First, the Pb on Si system will be used as an example to discuss the theory of the optical response. The experiments carried out for this work are detailed elsewhere [49], where the measurement of the anisotropic reflectance of Pb islands grown on Si(557)–5×1–Au was measured using a visible/near IR (0.45–5 eV) RAS system. Two large features are seen in the RAS response of these elongated Pb islands: one related to the LSPR along the length of the island at 0.4 eV (the $x$ resonance) and one related to the width of the island at 0.9 eV (the $y$ resonance), approximately. Experiments were also performed on samples which were capped with an amorphous Si (a–Si) layer, in order to investigate the effect of capping on the theoretical plasmonic response. The experimental data for both uncapped and capped samples are shown in Figures 4.1 and 4.2. SEM studies of the Pb islands indicated the dimensions of the islands to be 250 nm in length, 65 nm in width and 12 nm in height, with an island number density of $3\times10^{13}$ m$^{-2}$. The same model will then be applied to other systems: Ag on Al$_2$O$_3$ and Ag on Si(001).
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Figure 4.1: Experimental RAS data from uncapped Pb islands on Si(557)–Au. The solid line was recorded using the PEM RAS system, while the points (with straight line segments and representative error bars) were recorded with the rotating sample RAS assembly. Resonances occur at 0.4 eV and 1.125 eV.

4.1.1 Dielectric function of the NP material

The simplest way to describe the dielectric function of the metal is using the Drude–Sommerfield model (Equation 4.3), where a material is approximated to a simple harmonic oscillator of mass $m$ and charge $e$. An external driving field, $E$ displaces the charge from its equilibrium position resulting in,

$$
\epsilon_{Drude}(\omega) = 1 - \frac{\omega_p^2}{\omega(\omega + i\gamma_b)}
$$

(4.3)

where $\gamma_b$ is the bulk scattering rate and $\omega_p$ is the plasma frequency of the metal given by

$$
\omega_p = \left(\frac{ne^2}{\epsilon_0 m^*}\right)^{\frac{1}{2}}
$$

(4.4)
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Figure 4.2: Experimental RAS data from capped Pb islands on Si(557)–Au. The solid line was recorded using the PEM RAS system, while the points (with straight line segments and representative error bars) were recorded with the rotating sample RAS assembly. Resonances occur at 0.425 eV and 0.9 eV.

Although the Drude–Sommerfeld model gives accurate results for the optical properties of metals in the IR, it fails to account for the response by bound electrons in the visible region. This effect can be represented by an additional constant contribution $\epsilon_b^m$. Finally interband transitions needs to be taken into account, which are usually found at higher energies outside the plasmonic resonances. The modified Drude model, modified in the direction $j$, assumes the NP dimensions are shorter than the electron inelastic scattering mean free path in the bulk metal and accounts for size dependent scattering rates from NP bounderies:

$$\epsilon_j(\omega) = \epsilon_b^m(\omega) + \frac{\omega_p^2}{\omega(\omega + i\gamma_b)} - \frac{\omega_p^2}{\omega(\omega + i\gamma_j)} \quad (4.5)$$
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Table 4.1: Material parameters for bulk Ag and Pb, after [128, 129]

<table>
<thead>
<tr>
<th></th>
<th>( \omega_p )</th>
<th>( \gamma_b )</th>
<th>( v_f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>8.85 eV</td>
<td>0.037 eV</td>
<td>( 1.4 \times 10^6 ) ms(^{-1} )</td>
</tr>
<tr>
<td>Pb</td>
<td>8.65 eV</td>
<td>0.20 eV</td>
<td>( 2.96 \times 10^6 ) ms(^{-1} )</td>
</tr>
</tbody>
</table>

\( \epsilon_m^b \) is the experimental bulk metal dielectric function. Equation 4.5 arises from taking the experimental bulk dielectric function, which includes inter-band transitions, removing the bulk free-electron-like response and replacing it with a modified free-electron-like response appropriate to NPs. The RAS response from ellipsoidal islands can be modelled by assuming different scattering rates in the \( x \) and \( y \) directions in the surface plane. As the metal NP is reduced in size below the bulk scattering length, the scattering rate increases as electrons are scattered from the NP surface. The modified scattering rate is be defined as:

\[
\gamma_j = \gamma_b + \frac{A v_f}{R_j}
\]  

(4.6)

where \( v_f \) is the Fermi velocity of the conduction electrons assumed not to be size dependent, \( R_j \), is the semi-axis of the ellipsoid and \( A \) has been treated as a fitting parameter close to unity, but varying between 0.2 and 2 [124–126]. A detailed treatment of this is discussed in [127], where an isolated NP term and an interface term are identified, and it is shown that the perpendicular interface term can be neglected. A value of \( A_{\text{interface}} = 0.4 \) is used for the model. The increase in the scattering rate leads to homogeneous broadening of the plasmon resonance of a single NP. The material parameters for Pb and Ag are shown in Table 4.1.

\[
A = A_{\text{size}} + A_{\parallel_{\text{interface}}}
\]  

(4.7)
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4.1.2 Isolated NP and local field effects

Neglecting the influence of the supporting substrate and interparticle interaction, the placement of a NP in a dielectric environment experiences a modified field due to local field it experiences which differs from the external applied field, $E_{ext}$. The induced dipole moment $p$ is related to $E_{ext}$ by

$$p = \epsilon_m \epsilon_0 \alpha E_{ext}$$

(4.8)

where $\epsilon_0$ is the vacuum permittivity, and $\alpha$ is the anisotropic polarizability tensor of the NP in a direction $j$ written as,

$$\alpha_j = \frac{\pi abc}{6} \frac{\epsilon_j - \epsilon_{cap}}{\epsilon_{cap} + L_j (\epsilon_j - \epsilon_{cap})}$$

(4.9)

where $a$, $b$ and $c$ are the axis of the ellipsoid and $\epsilon_{cap}$ and $\epsilon_j$ is the dielectric function of the embedding medium and of the metal NP respectively. $L_j$ is the depolarization factor for an isolated ellipsoidal NP, which accounts for the curvature of the islands defined as,

$$L_j = \frac{lw d}{2} \int_0^\infty dq \frac{dq}{(l^2 + q)\sqrt{(l^2 + q)(w^2 + q)(d^2 + q)}}$$

(4.10)

where $l$, $w$ and $d$ are the semi-axis of the islands in each direction, $\sum L_j=1$. The relative sizes of the axes are relevant here and were upscaled in order to ease numerical integration. Also, the presence of a surface or interface, will cause the sum rule to break down and the depolarisation factors sum to less than unity [122, 123].
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4.1.2.1 Size effects

Electrons can scatter with the NP surface randomly, resulting in a loss of coherence of the plasmon oscillation. The smaller the particles, the faster the electrons reach the surface, as a consequence the plasmon band broadens. For larger nanoparticles plasmon peak energies also experience a red-shift with increasing sizes, due to retardation effects. The effect of changing island length on the RAS signal is shown in Figure 4.3. The width and height of the island was held constant at 65 nm and 12 nm respectively. The maximum shifts to the IR as the island gets longer and also sharpens as a result of a lower scattering rate along the length of the island.

Figure 4.4 shows the effect of increasing the width of the island on the RAS spectrum, with the island length and height kept constant at 250 nm and 12 nm respectively. As the width increases the minimum shifts towards the IR and sharpens as a result of the reduction the scattering rate across the island.

4.1.2.2 Capping effects

The dielectric constant of the medium surrounding the NP plays an important role in determination of the plasmon peak position and intensity. In terms of realising the potential applications of these nanostructures, the NP needs to be protected from corrosion and contamination by the environment, while maintaining the desired electronic and optical properties. The structures are capped for this reason, however, the response may be modified significantly by capping due to the high surface to volume ratio of the NPs. There has been little study of the effect of capping on nanostructures, due to the difficulty that conventional surface
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Figure 4.3: RAS spectra showing the effect of changing the island length, $a$, while keeping the island width and height fixed at 65 nm and 12 nm respectively. The $x$ resonance increases and sharpens, due to a decreased scattering rate. There is also a red-shift of the maximum.

Techniques have in probing buried interface structure, but surface and interface optical techniques (‘epioptics’) offer unique advantages in this area [2]. The in-plane anisotropy can be easily probed using Reflection anisotropy spectroscopy (RAS), and has been used successfully for probing capped structures [21]. For the plasmonic structures described within this chapter, the inclusion of the dielectric function of the capping layer in the model is treated as a simple average of the substrate and the capping layer, since the NP is partially in contact with both substrate and capping layer resulting in,

$$\epsilon_{eff} = 0.5(\epsilon_{sub} + \epsilon_{cap}) \quad (4.11)$$

The effect of capping of an isolated NP is shown in Figure 4.5. The entire structure is shifted towards the IR and a reduction in the minimum is observed. This is
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Figure 4.4: RAS spectra showing the effect of changing the island width, while keeping the length and height fixed at 250 nm and 12 nm respectively. As the width increases the minimum shifts towards the IR and sharpens due to the reduced scattering rate in the direction across the island.

Figure 4.5: RAS spectra showing the effect of capping the nanostructures with a-Si. The entire structure is shifted towards the red.
consistent with embedding the island in a material of higher refractive index than the ambient.

4.1.3 Coupling effects

So far we have discussed the optical response of an isolated NP. However, the systems dealt with here consist of an aligned array of islands on a substrate, these local field effects can be dealt with by introducing dipole–dipole interactions as a result of neighbouring islands, and image charge contributions due to the interaction with the substrate. The dipolar interaction $\beta$, with other NPs in the array and including the self–image effect is given by [67]:

$$
\beta = -\frac{V}{4\pi\epsilon_0\epsilon_{\text{cap}}} \left( \sum_i \frac{3\cos^2 \theta_i - 1}{r_i^3} + F \frac{1}{(2d)^3} + F \sum_i \frac{3\cos^2 \theta_i' - 1}{r_i'^3} \right) \quad (4.12)
$$

and

$$
F = \frac{\epsilon_b - \epsilon_{\text{cap}}}{\epsilon_b + \epsilon_{\text{cap}}} \quad (4.13)
$$

where $\epsilon_0$ is the permittivity of free space, $\epsilon_b$ is the bulk dielectric function of the substrate, $\theta_i$ is the dipole angle, $r_i$ is the separation of the point dipole from the central particle, $\theta_i'$ is the image dipole angle and $r_i'$ is the separation of the image point dipole from the central particle, with the centre of the particle a distance $d$ from the interface in the $z$–direction. The first term describes the point dipole interaction of the central NP with the array of other NPs, the second is the self–image dipolar interaction of the NP, whose centre is $d$ above the interface, and the third term is the dipole interaction of the central NP with the array of image charges of other NPs. Figure 4.6 shows the effect of bringing the islands closer
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Figure 4.6: RAS showing the effect of including the dipole–dipole interaction from neighbouring islands. The islands are brought closer in the direction along the islands. The RAS response remains mostly unaffected with increasing $l_x$, with a slight shift towards the red. Similarly Figure 4.7 shows the effect of changing the distance in the direction perpendicular to the islands, which has a significant effect on the plasmonic response. When the distance $l_y$ is below a 20 nm, the NP dielectric function in $x$ and $y$ are comparable, thus reducing the size of the plasmonic response.

Finally an interaction with the substrate must be included in the model. The pre–factor $F$ in Equation 4.12 accounts for the strength of the image charge effect: if the particle is embedded in a single medium, there is no image charge and $F$ goes to zero. We use a NP corrected centre at a distance $d$, above the interface following [123, 130]. The standard spherical approach using $d=c/2$, is commonly used, where $c$ is the height of the island in the $z$ direction, however this is known to overestimate the interaction with the substrate, and thus red–shift...
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Figure 4.7: RAS spectra showing the effect of including dipole–dipole interactions from neighbouring islands. The effect is investigated by bringing the islands closer together in the direction across the islands, while maintaining the separation along the island constant at 50 nm.

The response too much [130]. Figure 4.8 shows the resulting RAS spectra with an image charge effect included, for the uncapped and capped islands. An image charge effect is more significant in the case where the islands are uncapped, as the structure is red-shifted and increasing the intensity of the resonances. However, for the capped case the structure remains entirely unchanged when an image charge correction is included, this is explained by considering that the dielectric function of crystalline Si and a–Si are quite similar in the region of the resonances that results in $F \approx 0$.

4.1.4 Retardation effects

The quasi-static approximation discusses how the incident radiation may be considered as uniform within the volume of the NP. This can be sufficient for parti-
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Figure 4.8: RAS spectra showing the effect of including an image charge correction for the uncapped and the capped structures. In the uncapped case the correction is significant as the strength of the image charge is strong. Inset: shows the effect of including the image charge correction for the capped sample.

cles up to a size of 100 nm. Given the size of the Pb islands, retardation effects must be taken into account in order to predict the dependence of the optical response on NP dimensions. Moroz [131] discusses this for spheroidal NPs with a volume equivalent to a sphere of radius 5–50 nm and summarizes the modified long wavelength approximation (MLWA), which is applied as a correction to the depolarization factor as:

\[
L_{MLWA} = L_j - \frac{1}{3}(ka)^2 - \frac{2}{9}(ka)^3
\]  

(4.14)

where \(x = ka\), for a sphere of radius \(a\), and the wavevector \(k = (2\pi/\lambda)\sqrt{\varepsilon_{\text{eff}}}\) for the NP layer. When \(ka \geq 1\), unphysical results are given. Also when adapting this to elongated islands the depolarisation factors can be as low as 0.02 along
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Figure 4.9: RAS spectra showing the effect of including the MLWA correction both the uncapped and capped samples.

the island. Maier et al [132] used \( x = k(abc/8)^{1/3} \). This keeps the parameter to a maximum of \( \sim 0.3 \). The correction using the adapted spherical expression becomes,

\[
L_{MLWA} = L_j - \frac{1}{4\pi} \left[ \frac{k^2}{3} \left( \frac{3V}{4\pi} \right)^2 - \frac{k^3V}{6\pi} \right]
\] (4.15)

Figure 4.9 shows the effect of adding the MLWA correction to the model for the capped and uncapped case. The \( x \) component requires a significant correction due to its long dimension, but this correction becomes significant after 1 eV. The \( x \) resonance is at \( 0.5 \) eV, so no effect is seen. Even at \( \sim 3 \) eV, where the correction is large, the plasmon response is negligible. This correction has to be included in general because resonances in other materials, with different dimensions, may occur at higher energies.
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4.1.5 Solving the T–matrix

We have implemented the T–matrix approach of Schubert et al [133, 134]. The system is modelled as a multiple layered system with plane parallel interfaces in order to calculate the RAS, and data are more easily compared to theory. An incident light wave with wave vector \( k_a \) coming from the incident medium at an angle of incidence \( \phi_a \), then \( k_a \) and \( k'_a \) is the reflected wave from the plane of incidence. \( T \) is defined by relating the field amplitudes inside the ambient medium to those inside the exit medium. A general transfer matrix can be defined for any layered structure:

\[
\begin{pmatrix}
A_s \\
B_s \\
A_p \\
B_p
\end{pmatrix}
= T
\begin{pmatrix}
C_s \\
D_s \\
C_p \\
D_p
\end{pmatrix}
= \begin{pmatrix}
T_{11} & T_{12} & T_{13} & T_{14} \\
T_{21} & T_{22} & T_{23} & T_{24} \\
T_{31} & T_{32} & T_{33} & T_{34} \\
T_{41} & T_{42} & T_{43} & T_{44}
\end{pmatrix}
\begin{pmatrix}
C_s \\
D_s \\
C_p \\
D_p
\end{pmatrix}
\]

(4.16)

where \( A_p, A_s \) and \( B_p, B_s \) denote complex amplitudes of the \( p \) and \( s \) modes of the incident and reflected waves, respectively. The exit medium does not include a back side and hence, only two amplitudes for the transmitted \( p \) and \( s \) modes, \( C_p \) and \( C_s \), respectively (back traveling waves not permitted, \( D_p \) and \( D_s=0 \)). The \( 4 \times 4 \) matrix describes the propagation of monochromatic plane waves through the entire layered system. The general transfer matrix \( T \) is most easily obtained from the product of all inverted matrices \( T_{ip} \) for each layer, as well as the incident and exit matrices in order of their appearance.

\[
T = L_a^{-1} \prod_{i=1}^{N} [T_{ip}(d_i)]^{-1} L_f = L_a^{-1} \prod_{i=1}^{N} T_{ip}(-d_i) L_f
\]

(4.17)
where \( L_a \) and \( L_f \) are incident and exit matrices, respectively. They project the incident and the reflected wave amplitudes through the surface and the transmitted amplitudes through to the exit medium. Once the transfer matrix is found, it is related to the complex reflection coefficients,

\[
R_{pp} = \frac{T_{11}T_{33} - T_{41}T_{13}}{T_{21}T_{33} - T_{23}T_{31}} \\
R_{ps} = \frac{T_{11}T_{23} - T_{41}T_{13}}{T_{11}T_{23} - T_{21}T_{13}} \\
R_{sp} = \frac{T_{41}T_{33} - T_{43}T_{31}}{T_{21}T_{33} - T_{23}T_{31}}
\]

(4.18)

(4.19)

(4.20)

\[4.2 \text{ Pb on Si(557)–Au}\]

Figure 4.10 and 4.11 show the output of the model for this system with all local field effects included. The model produces reasonable results, especially in terms of the capped Pb sample. However, in the case of the uncapped the model fails to predict the correct intensity of the resonance across the island.

\[4.2.1 \text{ Ag on Al}_2\text{O}_3\]

The next system used for testing this model is the Ag on Al\(_2\)O\(_3\) system, where Ag islands can be deposited on faceted sapphire at a glancing angle to create aligned ellipsoidal arrays with strong plasmonic resonances. This details of this work has been published by Verre \textit{et al} [22, 64]. The dimensions of the NPs were studied using SEM and TEM, and were found to have \( a=18 \) nm, \( b=15 \) nm and \( c=12 \) nm, where \( a, b \) and \( c \) are length, width and depth of the island respectively. The island density was found to be \( 3.5 \times 10^{14} \) m\(^{-2}\), approximately. SE was used
4.2 Pb on Si(557)–Au

**Figure 4.10:** Modelled RAS response of capped Pb islands compared with experimental results.

**Figure 4.11:** Modelled RAS response of uncapped Pb islands compared with experimental results.
Figure 4.12: Al2O3

to find the pseudo–dielectric function parallel and perpendicular to the islands. The model could then be modified to calculate SE data and then used to fit the experimental pseudo–dielectric function. This serves as a more stringent test of the model, as SE is performed off–normal incidence and probes the out–of–plane response from the $z$–resonance of the NP, which is not measurable with RAS.

Figure 4.12 shows the RAS response of these small Ag islands deposited on facetted sapphire, where the peaks are associated with plasmonic absorption of the NP layer. The $x$ resonance appears at 2.19 eV while the $y$ resonance is at 3.2 eV. Given the small dimensions of the islands compared to the Pb, the quasi–static approximation still holds. The Schubert approach was used to calculate ellipsometric data by changing the angle of incidence to one that was used experimentally, in this case 61°.

The model fails to predict the correct intensity of the plasmonic resonances.
however the resonances are correctly estimated, with the $x$ at 2.26 eV and the $y$ resonance at 3.13 eV.

Figure 4.13 and 4.14 shows the fit to the pseudo–dielectric function obtained by SE. The fit to the real part of the dielectric function is reasonable, with the model correctly predicting the presence of $x$, $y$ and $z$ resonances. The imaginary pseudo–dielectric function is more difficult to simulate due to contributions from the real part. The line–shape is obtained correctly, as well as the position of the resonances.

### 4.2.2 Ag on rippled Si(001)

Finally the model will be used to model the plasmonic response of Ag on rippled Si templates. Figure 4.15 shows an SEM image of Ag deposited on rippled Si,
named sample UA10. After deposition of Ag, this sample was annealed to 350°, consequently this will produce morecentrosymmetric NPs. Analysis of SEM images the value of $a$ was set to 18 nm, $b$ to 14 nm, and $c$ was varied within the model. The experimental RAS spectra of is shown in Figure 4.16 together with the simulated RAS spectra. The intensity of the peaks is reasonable, however, the simulated RAS is shifted too far into the red by 0.2 eV, approximately. It seems that adjusting the value for $c$, the height of the NP, will correctly displace the spectra into the blue to match experimental data, however the value then becomes too large to be physical. Figure shows the simulated pseudo–dielectric function of the same sample (needs to be inserted).
Figure 4.15: SEM of Ag deposited on rippled Si.

Figure 4.16: Simulated RAS spectra of Ag on rippled substrate (sample UA10).
4.3 Conclusions

The analytical model presented here has shown reasonable success in determining the optical response on various substrates, metals and NP densities. Despite the detailed approach, the model often fall short in predicting the pseudo–dielectric functions the the NP layer, emphasising the complexity of modelling these systems. Theoretical calculations are a possible in order to predict their behaviour, however, typically $\sim10^5$ points are required, making it computationally expensive.

The Pb on Au system was mostly successful, as resonance position were correctly predicted for both capped and uncapped samples, and the RAS intensity was correctly estimated for the capped case. The uncapped sample showed some deviation from experimental spectra and the model was unable to predict the RAS intensity in the $y$ resonance.

The Ag on $\text{Al}_2\text{O}_3$ system was also successful in determining the RAS response, although when determining the pseudo–dielectric functions some departure from experiment was observed.

The Ag on rippled Si samples were the most challenging, as can be seen from SEM images, the NP sizes are not consistent and the preparation technique of the samples implies the surface may be straightforward and may contain contributions from tarnished Ag, especially in the capped samples. A 5–phase model including the dielectric function at the interface may be able to properly account for these effects.
Chapter 5

Linear and nonlinear characterisation of plasmonic nanostructures on rippled Si templates

This chapter will discuss the optical response of rippled Si templates for the purpose of the fabrication of plasmonic nanostructures, and contains work published in *physica status solidi* 2012, [135]. Epioptic techniques will be used to monitor the formation of these ripples *in situ*. The optical response of Ag islands deposited on the rippled templates will then be discussed, with a view to being able to characterise them using linear and nonlinear optical techniques.
5.1 Rippled Si templates

Irradiation of a surface with high energy ions leads to the removal of surface atoms. This process of ion erosion or sputtering is often used as a method of surface modification by industry in order to roughen, smoothen, or clean surfaces. Navez et al [136], showed that that this technique could be used to create self-organised periodic patterns on glass surfaces, and since then patterns have been produced on a whole variety of materials such as metals [137], semiconductors [138, 139], and insulators [140]. Periodicity of the ripples can be adjusted by varying energy of the ions and can range from 10 nm up to a few µm. Depending on the angle of incidence, the ripples can be orientated either parallel or perpendicular to the direction of the ion beam.

Native-oxide-covered rippled nanostructures on Si(001) were grown at the Helmholtz–Zentrum Dresden–Rossendorf using a procedure that has been described in [69]. The rippled structures had nanoscale periodicity ranging from ~20 to ~50 nm and an amplitude of ~0.8 to ~1.5 nm as measured by AFM. The templates were prepared by irradiating native-oxide-covered Si(001) substrates at room temperature with a collimated beam of 500 eV Ar$^+$ ions, aligned with the ⟨100⟩ azimuth and at an angle of incidence of 67° with respect to the surface normal. Fluences in the range $\sim10^{16}$ to $\sim10^{19}$ ions cm$^{-2}$ were used.

5.1.1 Ambient measurements

Optical measurements on the rippled templates were performed in ambient conditions. Measurements were repeated after 2 months and were reproducible within experimental error, but initial SHG measurements on some samples, within a
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Figure 5.1: Cross-sectional transmission electron microscope (TEM) image of rippled Si(001).

week of exposure to the ambient, showed a variation that may indicate sensitivity to the initial stages of native oxide growth. No significant correlation with the amplitude of the ripples was observed in either the RAS or SHG measurements.

The in-plane anisotropy of the rippled samples was measured using the RAS system, as described in Chapter 3. SHG measurements were made using a femtosecond laser tuned to a wavelength of 800 nm. Unamplified 130 fs Ti:sapphire laser pulses of an average power of 200 mW at the samples were used, at a repetition rate of 76 MHz. A fundamental beam of 800 nm was used of 60 µm in diameter at the sample, at 45° angle of incidence. A half-wave plate in the input beam was rotated and the p– and s– polarised SH responses were measured as a function of wave plate angle (see Figure 3.11). The diode-pumped laser system is very stable and it was sufficient to normalise the signal using the square of the laser output power.
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5.1.1.1 RAS

It is well established that the rippled structure produced by Ar$^+$ irradiation is defective on the nanoscale, with textured crystalline and amorphous Si regions and with the first few nanometers of surface being amorphised [141, 142]. In addition, X–ray diffraction measurements on similar structures produced by Xe$^+$ ion irradiation in the 5–35 keV range have shown that the structure is anisotropically strained, with the lattice spacing expanded more along the ripples than across them [113]. Figure 5.1 shows that the ripples are asymmetric in cross–section. The periodicity of the ripples increases with increasing fluence, with the longest periodicities having the largest exposure to the ion beam [69]. Figure 5.2 shows the RAS response of native–oxide–covered rippled Si(001). As mentioned previously, in the absence of ripples, native–oxide–covered Si(001), is optically isotropic with no RAS response [143]. The main effect of the rippled structure is to introduce a broad maximum, centred at $\sim$2.5 eV and less than 1 RAS unit in amplitude. A smaller broad minimum at $\sim$3.3 eV is observable at higher fluences, but no correlations could be extracted. With these small RAS amplitudes a discontinuity associated with a grating change in the monochromator can be seen at 2.1 eV. The upper left inset in Figure 5.2 shows the smoothed spectra, and the upper right inset shows the smoothed RAS amplitude at 2.5 eV, plotted as a function of periodicity. In Figures 5.2, 5.5, 5.6 and 5.7 the data points of the insets are colour–coded from the main graphs, allowing the periodicity of each graph to be identified. The right inset in Figure 5.2 shows considerable scatter in the data, but an overall decrease in RAS amplitude with increasing periodicity, and thus ion beam exposure can be seen. A linear regression analysis gives an
Figure 5.2: RAS response of native–oxide–covered Si(001) with ripples periodicities of \(\sim 30–50\) nm. Upper left inset: smoothed curves (20 point adjacent averaging). Upper right inset: plot of RAS amplitude at 2.5 eV versus periodicity.

adjusted \(R\)--squared value of 0.50. Small shifts in the position of the maxima can be seen in the smoothed data, but the use of the maxima does not improve the correlation significantly, nor does the use of peak areas rather than amplitudes. *In situ* monitoring of the change of the RAS signal at a fixed spectral energy may be possible, if the RAS system is optimised for this spectral region. It appears likely that sample–to–sample variation contributes to the scatter in the data and it would be interesting to explore whether the recently developed sequential sputtering technique [70], for improving sample quality would reduce this scatter significantly.

RAS has been shown to be sensitive to macroscopic strain, with signals of the order of 1 RAS unit being obtained when external stress is applied to native–oxide–covered Si(001) along the principle crystallographic directions [143]. For
example a sharp derivative–type feature, associated with the crystalline Si $E_0'$ critical point, is observed at 3.4 eV for stress applied along the $\langle 100 \rangle$. The behaviour observed in Figure 5.2 is consistent with strain in textured nanocrystalline and amorphous Si (a–Si) regions. However, the broad maximum at 2.5 eV is more likely to arise from strained a–Si.

5.1.1.2 SHG

As discussed in Section 2.2.1.1, the SH intensity as a function of half–wave–plate angle can be expressed as,

$$I_\alpha \propto [A \cos^2 \alpha + B \sin^2 \alpha + C \sin 2\alpha]^2$$  \hspace{1cm} (2.23)

$$I_s \propto [F \cos^2 \alpha + G \sin^2 \alpha + H \sin 2\alpha]^2$$  \hspace{1cm} (2.24)

where $\alpha$ is the polarisation vector angle with respect to the $x$ axis. The SH response is fitted to Equations 2.23 and 2.24. The tensor components contributing to $A$, $B$, $C$, $F$, $G$ and $H$ depend on the symmetry of the system, and are a function of the Fresnel coefficients, dipolar second order susceptibility $\chi_{ijk}$, bulk quadrupolar terms and possible third order terms that may arise from electric fields or strain. For a p–polarised output, $A$ corresponds to a pP geometry and $B$ corresponds to an sP geometry, where the letters refer to the input and output polarisations, respectively. For an s–polarised output, $F$ corresponds to pS and $G$ corresponds to sS.

Figure 5.3 shows the geometry of the SHG experiments performed with respect to the direction of the ripples. Placement of the optical plane of incidence across the ripples is defined as $x$, whereas the placement of the plane of incidence along
the ripples is known as \( y \). \( \alpha \)-p and \( \alpha \)-s measurements were performed on the rippled samples, in both \( x \) and \( y \) azimuths. Figure 5.4 shows the response from native–oxide–covered Si(001) for \( p \)- and \( s \)-polarised output. The response is equal in \( xz \) and \( yz \) planes (\( \langle 100 \rangle \) and \( \langle 010 \rangle \) azimuths), and the characteristic \( \sin^2 2\alpha \) behaviour, shown in the \( \alpha \)-s response, is indicative of mirror plane symmetry (\(|A|=|B|=0\)). It can be seen that the \( \alpha \)-s response is an order of magnitude smaller than the \( \alpha \)-p response.

Figure 5.5 and 5.6 shows the \( \alpha \)-s response from the rippled samples for the \( xz \) plane (across the ripples) and the \( yz \) plane (along the ripples). Surprisingly, the nanoscale amorphisation, damage and disorder does not reduce the size of the SHG response which, for most of the samples, is larger than the \( \alpha \)-s response of the native–oxide–covered Si(001). The mirror plane symmetry is broken, however, with fits to Equation 2.24 showing that \( B \) is now significant, with \( A \) still negligible. Inspection of Figure 5.6 indicates a larger departure from \( \sin^2 2\alpha \) behav-
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Figure 5.4: SHG response of native–oxide–covered Si(001) for the \(xz\) or the \(yz\) plane, and fits to Equation 2.23 and 2.24: (a) \(\alpha\–s\) and (b) \(\alpha\–p\).

For the \(yz\) plane. Using \(|B/C|\) as a measure of departure from mirror plane symmetry, which is 0 for Si(001), average values of 0.25(2) for the \(xz\) and 0.29(2) for the \(yz\) plane were obtained from the fits. Bearing in mind that, for the \(yz\) plane of incidence, s–polarised output places the SH field across the ripples, it appears reasonable that the \(yz\) response shows a larger departure from mirror plane symmetry. The insets show plots of \(|C|\) as a function of periodicity. The small signal size, and the scatter, makes it unlikely that \(\alpha\–s\) measurements will be useful for the routine characterisation of the ripple structures, except to demonstrate the degree of departure from mirror symmetry.

Figure 5.7 shows the \(\alpha\–p\) response from the rippled samples in the \(xz\) plane, and fit to Equation 2.23, while the inset is a plot of the average of two measurements of \(A\) versus periodicity, taken at a 2–month interval, which shows a weak correlation (adjusted \(R^2\) value of 0.48). The response in the \(yz\) is similar in shape but showed no correlation. The dominant parameter is \(A\), commonly used p–in/p–out configuration, which gives the largest SHG signal. The value
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**Figure 5.5:** The $\alpha$–s response from rippled samples in the $xz$ plane, and fits to Equation 2.24. Inset: plot of $|C|$ versus periodicity.

**Figure 5.6:** The $\alpha$–s response from rippled samples in the $yz$ plane, and fits to Equation 2.24. Inset: plot of $|C|$ versus periodicity.

of $|C|$ is small, but $|B|$, corresponding to s–in/p–out, is about 0.3 of $|A|$. The overall size of the response in Figure 5.7 is up to four times larger than that of the
5.1 Rippled Si templates

Figure 5.7: The α–p response from rippled samples in the \(xz\) plane, with ripple periodicities of \(\sim 20-50\) nm, and fits to Equation 2.23. Inset: plot of \(|A|\) versus periodicity.

non rippled surface. Monitoring the decrease in the large p–in/p–out SHG signal during ion irradiation may be a possible approach for following the evolution of the rippled structure. The weak correlation with periodicity will be more useful if sequential etching reduces the experimental scatter.

The feasibility of \textit{in situ} monitoring using either technique will, however, depend on the origin of the response. The periodicity of the ripples increases with increasing fluence, with the longest periodicities having the largest exposure to the ion beam \cite{69}. Given the degree of damage and disorder in the near–surface region, it appears unlikely that either the RAS or SHG response is associated with the detail of the local bonding in the near–surface region. In order to test this hypothesis, some samples were etched at 20° to the \(\langle 100 \rangle\) azimuth in an attempt to create more Si–O bonds but, within experimental scatter, no significant change was observed in the optical response. It is well known that much smaller fluences
5.1 Rippled Si templates

will disorder the surface structure and reduce the size of the bond-related dipolar SHG response dramatically [144]. The large response observed here, compared to native-oxide-covered Si(001), points to a different origin. Given that anisotropic strain is known to develop on ripple formation [113], it is more likely that the optical response is associated with such strain and EFISH effects arising from trapped charge at the interface.

SHG is sensitive to strain [34, 145] and to quasi-static electric fields in the near-surface region of crystalline Si [34, 146]. Anisotropic strain will break the mirror plane symmetry, but electric fields normal to tilted interfaces will also do this. The decrease in signal in Figure 5.7 might then indicate some relaxation of the strain and reduction in defect density due to smoothing arising from thermal or ion-induced diffusion, or viscous flow, at high fluences [142]. In situ studies of ripple formation under controlled conditions will help elucidate the origin of the optical signals. In situ monitoring of the ripple formation using these techniques may not be possible, however, if the optical response turns out to be dominated by strain and electric fields at the interface.

5.1.2 In situ measurements

This section will follow the ripple formation on the Si templates in UHV conditions using epiotic techniques. The sample preparation is detailed in Section 3.2.1. The ripples were created by irradiation of the sample surface using high energy Ar⁺ ions at 500 eV from an ion gun at an angle of incidence of 70°. The ion flux used in these experiments remained constant at $1 \times 10^{17}$ m⁻²s⁻¹ and the projection of the ion beam was aligned along the ⟨100⟩ direction on the substrate.
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Figure 5.8: AFM of rippled sample grown in UHV, of 17 nm periodicity and 2.9 Å amplitude.

The process is understood to be cumulative. The sample was irradiated for approximately 16 hours in total making the total fluence in the range of \(6 \times 10^{21} \text{ m}^{-2}\). The sample morphology was measured using AFM, and the ripple periodicity was found to be 17 nm ± 2.5 nm and the amplitude of the ripples was found to be 2.9 Å ± 0.6 Å. Figure 5.8 shows an AFM image taken of the rippled surface after 16 hours of total irradiation.

RAS was used to monitor the evolution of the ripples in real time, however, due to the geometry of the vacuum system it was not possible to do the same for the SHG measurements, so SHG was recorded on the clean surface prior to the formation of the ripples, and then sequentially every 3–4 hours to monitor the change in the SH response.
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5.1.2.1 RAS

Figure 5.9 shows the RAS response of the Si(001) substrate, measured in UHV, with increasing irradiation time. Larger RAS signals are achieved in UHV conditions during ripple growth. Previous studies show that the periodicity of the ripples increases with increasing irradiation, and ambient studies (Figure 5.2) demonstrated that increasing fluence, and hence periodicity, gives rise to a smaller RAS response. However, Figure 5.9 shows an increase in RAS amplitude at 2.5 eV with increasing irradiation. This seems to be the opposite correlation found during measurements in ambient conditions.

However, the periodicity of the sample is smaller than those tested previously, and as discussed in Section 5.1.1.1 RAS is very sensitive to strain, this increase in RAS response may be a strain related response which is stronger during the initial stages of ripple growth. Further experiments monitoring longer ripple formation may be required in order to investigate whether the RAS amplitude begins to decrease for longer periodicities, as was found in Figure 5.2. Figure 5.10 shows the RAS response of the same rippled sample measured in ambient conditions and compared with samples measured in Section 5.1.1.1. The RAS amplitude is consistent with samples of a similar periodicity.

5.1.2.2 SHG

SHG was recorded in incremental periods of 3 hours. Figure 5.11 shows the $\alpha$–p response from the rippled sample grown under UHV conditions, where the inset shows $A$ plotted against the number of irradiated hours (ion fluence). These results show that within the first three hours of irradiation the SHG response
appears to increase, by approximately a factor of two. After this increase, the response decreases in a similar fashion to the samples measured in ambient conditions.

The initial increase in the SH signal is interesting. Again this may be due to a strain effect during the initial stages of ripple formation, which causes an increased SH response. After the initial stages of growth, some relaxation of strain may occur causing the the SH response to decrease for larger fluences. Further experiments with shorter time intervals between scans may be required to understand at what stage the signal begins to change.
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Figure 5.10: RAS response of rippled substrate measured in ambient compared to previously measured samples from Figure 5.2, with sample grown in UHV outlined in bold. Upper right inset: plot of RAS amplitude versus periodicity.

Figure 5.11: The $\alpha$–p response from UHV grown rippled samples in the $xz$ plane, and fit to Equation 2.23. Upper left inset: plot of $|A|$ versus hours irradiated.
5.2 Plasmonic structures

As discussed in Chapter 1, rippled Si templates are attractive as templates for ultra–thin film deposition as they induce morphological anisotropy and can influence the optical properties of the film significantly. Silver NPs deposited on these rippled surfaces align themselves with respect to the ripple direction, and exhibit plasmon resonances in the visible region [68, 147, 148], which can be monitored and tuned using epioptic techniques. In addition, manufacturing these templates has the advantage of a limitless choice of substrates upon which to experiment, with relatively simple preparation conditions. Figure 5.12 shows a cross–sectional TEM image of silver particles on a rippled Si substrate.

5.2.1 Ag on rippled Si templates

Ag islands deposited on rippled nanostructures on a Si(001) substrate were also grown at the Helmholtz–Zentrum Dresden–Rossendorf using a procedure that has been described in [68]. Samples were separated into various batches including:

• Silver clusters grown on a rippled substrate and capped with a Si layer of \(~20\) nm.

• Silver clusters grown on a rippled substrate without a capping layer.

• Silver deposited on a flat substrate with and without a capping layer.

The periodicty of the rippled substrate was constant at 30 nm, and the capping layer was 20 nm. Statistics were carried out on the SEM images of the samples, in order to calculate approximate length and width sizes of the clusters (Table 5.1).
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Figure 5.12: Cross-sectional TEM image of silver NPs on a rippled Si substrate with a native-oxide surface layer, from [68]. Larger NPs are located in the ripple valleys, however, some smaller particles nucleate on the ripple peaks. The scale bar is 50 nm.

5.2.1.1 RAS

Figure 5.14 shows the RAS response from samples with Ag clusters grown on a rippled substrate and capped with Si. The RAS response increases with increasing aspect ratio of the Ag cluster. Large anisotropies of up to 400 RAS units are observed. The small structure at 2.1 eV is an instrumental artifact arising from a grating change in the monochromator. The method of deposition produces ellipsoidal islands with two resonances: in the $x$ direction along the islands and in the $y$ direction, across the islands (third resonance in the $z$ direction is not accessible by RAS). Only the $y$ resonance is observed in the capped samples, as
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Table 5.1: Sample details of capped and uncapped Ag islands on rippled Si. Where the prefix C indicates a capped sample, U indicates uncapped and A and F indicates annealed and flat substrate respectively.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Length</th>
<th>Width</th>
<th>Aspect ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>13.03</td>
<td>9.22</td>
<td>1.41</td>
</tr>
<tr>
<td>C3</td>
<td>21.52</td>
<td>14.55</td>
<td>1.48</td>
</tr>
<tr>
<td>C4</td>
<td>24.07</td>
<td>15.53</td>
<td>1.55</td>
</tr>
<tr>
<td>C5</td>
<td>28.04</td>
<td>16.62</td>
<td>1.68</td>
</tr>
<tr>
<td>CA7</td>
<td>13.73</td>
<td>11.60</td>
<td>1.18</td>
</tr>
<tr>
<td>CF8</td>
<td>13.83</td>
<td>9.61</td>
<td>1.43</td>
</tr>
<tr>
<td>U9</td>
<td>22.49</td>
<td>14.47</td>
<td>1.55</td>
</tr>
<tr>
<td>UA10</td>
<td>17.88</td>
<td>13.87</td>
<td>1.28</td>
</tr>
<tr>
<td>UF11</td>
<td>13.90</td>
<td>10.54</td>
<td>1.31</td>
</tr>
<tr>
<td>U12</td>
<td>29.21</td>
<td>15.67</td>
<td>1.86</td>
</tr>
<tr>
<td>U13</td>
<td>32.70</td>
<td>20.42</td>
<td>1.60</td>
</tr>
</tbody>
</table>

The $x$ resonance is further displaced in the IR due to the presence of the capping material. By inspection, an increase in the negative amplitude is associated with a red shift in the spectrum. This is due to a decrease in the scattering rate as the island size increases. Figure 5.15 shows the RAS response of samples with Ag deposited on a rippled substrate without a capping layer. Large anisotropies of up to $\sim$200 RAS units are observed and again the amplitude increases with increasing aspect ratio of the island. It appears that capping produces an overall shift in the spectrum, which is consistent with embedding the Ag islands in a medium of higher refractive index than the ambient, as now the $x$ resonance is visible.

The RAS response from samples with Ag on flat Si, with and without a capping layer is shown in the inset. Interestingly, a small anistropy is still observed of 10 RAS units approximately. One might expect the RAS response to remain small as the Ag will tend to form more centrosymmetric islands on flat substrates.
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(Figure 5.13). It is known that Ag islands with only a 10% departure from in-plane isotropy can produce a RAS response of this size, so it appears likely that the deposition method results in some ellipsoidal islands. The effect of capping is clearly shown as the entire spectrum is shifted to the red. Samples like UA10, which have been annealed, are interesting to note as the process of annealing tends to produce more isotropic islands and smaller RAS signals will result.
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Figure 5.14: RAS response of Ag NPs capped with a–Si on rippled Si. The RAS response increases with increasing aspect ratio.

Figure 5.15: RAS response from Ag on rippled Si with no capping layer. The RAS response is greatest for NPs of larger aspect ratios. The overall spectra are blue shifted, compared to the capped samples, since the surrounding medium is of a lower refractive index. Inset: RAS response from Ag on flat Si with and without a capping layer. Again a red–shift is apparent when a cap is introduced since it has a higher refractive index.
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5.2.1.2 SHG

Local electric field enhancements can enhance nonlinear processes by many orders of magnitude [149]. These field enhancements, caused by LSPRs, make SHG a viable epioptic technique for characterising these systems, since SHG has intrinsic sensitivity to electric fields at interfaces. This section discusses the nonlinear optical response of aligned NPs arrays. The use of SHG on plasmonic systems has been reported previously [77], however, this is usually performed spectroscopically with a view to tuning the plasmonic response as opposed to providing information on symmetry and morphology of the system. Polarisation dependent SHG can give an insight into the symmetry of these aligned NP arrays. The input polarisation angle, $\alpha$, is rotated using a half–wave plate and the p– or s–polarised output is detected. The variation with $\alpha$ is fitted to Equation 2.23 and 2.24. The graphs show the SHG intensity as a function of input polarisation angle, $\alpha$, of linear polarised light, with respect to the optical plane of incidence. The SHG intensities have been normalised to the square of the laser power. Figure 5.16 show the geometry of the experiments performed in relation the Ag deposited on rippled Si. Placement of the plane of incidence across the NP array is given the designation $x$, whereas placement of the plane of incidence along the NP array is defined as $y$. $\alpha$-p and $\alpha$-s measurements were perfomed on the capped and uncapped Ag on rippled Si samples, in both $x$ and $y$ azimuths. The $\alpha$-s measurements should reveal interesting information on the symmetry of the NPs in the plane of surface: a centrosymmetric NP will have a negligible sS response.

The results to follow will discuss the SH response from capped Ag on rippled Si samples alone, when SHG was performed on uncapped samples tarnishing of
5.2 Plasmonic structures

Figure 5.16: Explanation of the geometry of SHG measurements. $\alpha$-px (or $\alpha$-sx) measures the SH response across the aligned NP array, while $\alpha$-py (or $\alpha$-sy) measures the SH response along the aligned NP array.

the Ag islands made it difficult to obtain reproducible results. Figure 5.17 shows the $\alpha$-p response across and along the Ag array of capped samples. The system is modelled as a surface of 1m symmetry, with 10 allowed tensor components (Table 2.1). Table 5.2 and 5.3 show the values of the parameters extracted from the fits and the contributing tensor components associated with each fitting parameter. Error in the fitted parameters were estimated by changing the value of each parameter separately and observing the effect on the residuals, such that an increase of 10% occurs in the residual value e.g. if the original fitted parameter is 2.0 and a 10% increase in the residuals requires increase in parameter value to 2.1, so the parameter value is $2.0 \pm 0.1$ expressed as $2.0(1)$. The original parameter is then reset, and the next parameter error is estimated.
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Table 5.2: Fitted parameter values and allowed tensor components for $\alpha$–p measurements on Ag deposited on rippled Si. Numbers in brackets indicate errors associated with each parameter.

<table>
<thead>
<tr>
<th>Sample</th>
<th>x-azimuth</th>
<th>y-azimuth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>zxx zzz zzz</td>
<td>246(2) zyy zyy zzz</td>
</tr>
<tr>
<td>C5</td>
<td>-52(5)</td>
<td>xxx xxx xzz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yyy yzy yzz</td>
</tr>
<tr>
<td>B</td>
<td>188(1)</td>
<td>xxx xxx zzz</td>
</tr>
<tr>
<td>C</td>
<td>1(4)</td>
<td>xxx xxx zzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xyy xyx yyy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yxy yxz yzz</td>
</tr>
<tr>
<td>C4</td>
<td>-45(4)</td>
<td>xxx xxx zzz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>236(2) zyy zyy zzz</td>
</tr>
<tr>
<td>B</td>
<td>150(1)</td>
<td>xxx xxx zzz</td>
</tr>
<tr>
<td>C</td>
<td>5(1)</td>
<td>xxx xxx zyz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xyy xyx yyy</td>
</tr>
<tr>
<td>C3</td>
<td>-15(4)</td>
<td>xxx xxx zzz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>184(2) zyy zyy zzz</td>
</tr>
<tr>
<td>B</td>
<td>122(1)</td>
<td>xxx xxx zzz</td>
</tr>
<tr>
<td>C</td>
<td>0.0(5)</td>
<td>xxx xxx zyz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xyy xyx yyy</td>
</tr>
<tr>
<td>C1</td>
<td>-40(9)</td>
<td>xxx xxx zzz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21(1) zyy zyy zzz</td>
</tr>
<tr>
<td>B</td>
<td>57(7)</td>
<td>xxx xxx zzz</td>
</tr>
<tr>
<td>C</td>
<td>0 (9)</td>
<td>xxx xxx zyz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>xyy xyx yyy</td>
</tr>
</tbody>
</table>

Overall the SHG response of the capped samples increase with increasing aspect ratio, with sample C5 having the largest aspect ratio and sample C1 having the smallest. Figure 5.17 shows a larger response along the islands than across them, due to coupling along the NP array. In the case of sample C5, which has the largest aspect ratio, the response is more than 10 times larger than the native-oxide covered rippled Si of the same periodicty used to make the Ag on rippled Si samples. The $\alpha$–px response is dominated by the sP response, due to the excitation along the NP array and the pP response dominates for the $\alpha$–py response. Generally $\alpha$–p measurements are more difficult to interpret due to the
Table 5.3: Fitted parameter values and allowed tensor components for α-s measurements on Ag deposited on rippled Si. The numbers in brackets indicate errors associated with the parameter.

<table>
<thead>
<tr>
<th>Sample</th>
<th>x-azimuth</th>
<th>y-azimuth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>xyy</td>
<td>xyy</td>
</tr>
<tr>
<td>C5</td>
<td>0.0(2)</td>
<td>2.8(8)</td>
</tr>
<tr>
<td></td>
<td>yxz</td>
<td>yxz</td>
</tr>
<tr>
<td></td>
<td>yzz</td>
<td>xzz</td>
</tr>
<tr>
<td>G</td>
<td>20.1(6)</td>
<td>10.8(8)</td>
</tr>
<tr>
<td>H</td>
<td>25.7(5)</td>
<td>27.9(6)</td>
</tr>
<tr>
<td></td>
<td>yyy</td>
<td>xyy</td>
</tr>
<tr>
<td>C4</td>
<td>1.7(3)</td>
<td>6.9(3)</td>
</tr>
<tr>
<td></td>
<td>yxz</td>
<td>yxz</td>
</tr>
<tr>
<td></td>
<td>yzz</td>
<td>xzz</td>
</tr>
<tr>
<td>G</td>
<td>9.7(3)</td>
<td>4.5(2)</td>
</tr>
<tr>
<td>H</td>
<td>18.0(6)</td>
<td>19.0(3)</td>
</tr>
<tr>
<td></td>
<td>yyy</td>
<td>xyy</td>
</tr>
<tr>
<td>C3</td>
<td>0.1(5)</td>
<td>0.0(3)</td>
</tr>
<tr>
<td></td>
<td>yxz</td>
<td>yxz</td>
</tr>
<tr>
<td></td>
<td>yzz</td>
<td>xzz</td>
</tr>
<tr>
<td>G</td>
<td>6.0(4)</td>
<td>5.5(4)</td>
</tr>
<tr>
<td>H</td>
<td>8.1(4)</td>
<td>16.1(2)</td>
</tr>
<tr>
<td></td>
<td>yyy</td>
<td>xyy</td>
</tr>
<tr>
<td>C1</td>
<td>0.9(3)</td>
<td>0.0(4)</td>
</tr>
<tr>
<td></td>
<td>yxz</td>
<td>yxz</td>
</tr>
<tr>
<td></td>
<td>yzz</td>
<td>xzz</td>
</tr>
<tr>
<td>G</td>
<td>4.6(3)</td>
<td>8.3(11)</td>
</tr>
<tr>
<td>H</td>
<td>18.7(2)</td>
<td>20.0(7)e^{55}</td>
</tr>
<tr>
<td></td>
<td>xyy</td>
<td>xyy</td>
</tr>
<tr>
<td></td>
<td>yzy</td>
<td>xzy</td>
</tr>
<tr>
<td></td>
<td>xyx</td>
<td>xxz</td>
</tr>
<tr>
<td></td>
<td>xxx</td>
<td>xxy</td>
</tr>
</tbody>
</table>

number of tensor components involved, as shown in Table 5.2. It may be possible to monitor the pP response during deposition of Ag, as the response along the Ag array is strongest.

Usually s-polarised responses varies as \( \sin^2 2\alpha \) via the \( H \) parameter in Equation 2.24. Figure 5.18 shows the α-s measurements performed in both azimuths. Both \( x \) and \( y \) responses are dominated by large \( C \) terms which account for their \( \sin 2\alpha \) behaviour, however, there is departure from mirror plane symmetry as shown by non-zero \( G \) terms, which is indicative of an sS type response, this usually signifies asymmetry in the plane of the surface and would typically be zero in the presence of more centrosymmetric islands. From Table 5.2 sS responses are due to \( \chi_{yyy} \) component in the \( xz \)-plane, or \( \chi_{xxx} \) in the \( yz \)-plane. Larger islands, like sample C5, has the largest sS response, which is expected due to its larger aspect ratio, and decreases as the island gets smaller and more centrosymmetric. Again it may be feasible to monitor the sS response during Ag deposition.
5.2 Plasmonic structures

**Figure 5.17:** $\alpha$–p response of capped Ag on rippled Si substrates and fits to Equation 2.23. The SH response increases with increasing aspect ratio of the islands. The response along the islands is greater than across, due to coupling between islands in the direction along the islands.

in order to achieve asymmetry in the NP. SHG studies were also performed on samples with Ag on flat Si(001), however, only a very small signal above noise was observed, indicating that the response from centrosymmetric Ag NPs is very small in this experimental geometry.

**Figure 5.18:** $\alpha$–s response of the capped Ag on rippled Si substrates and fits to Equation 2.24. Responses in both $x$ and $y$ azimuths are dominated by the $C$ term.
5.2 Plasmonic structures

5.2.2 Ag on Al₂O₃

A comparative study of the Ag on Al₂O₃ system is discussed in this section in order to fully understand the SH response from Ag on rippled Si. The preparation for these samples are detailed in [22, 64]. The Ag on Al₂O₃ system is a good example of surface–enhanced SHG, as the Al₂O₃ substrate alone has a negligible response and SH response will originate entirely from the Ag NP arrays. Two samples were measured for comparison, on one of which Ag has been deposited on facetted sapphire to create an aligned array of NP, and a second sample where the annealing treatment to produce the facets was not performed, consequently NP arrays are not formed as Ag is deposited on a flat substrate.

5.2.2.1 SHG

Table 5.4 and 5.5 show the fitted parameter values extracted from the fits and the possible tensor components associated with each parameter. Figure 5.19 shows the α-p responses from both azimuths, interestingly all responses are different, highlighting the sensitivity to the NP array. The line shape of the α-p is similar to that of the rippled samples, with the α–px dominated by the sP response, and hence an excitation along the array, also α–py is very large and dominated by the pP response. The α–sx response is complex, which may indicate a nearby electronic resonance. It is dominated by the C term, which explains the sin2α behaviour with a small non–zero sS response indicating a small departure from symmetry in the xz plane. α–sy is real and dominated by the excitation along the island array, pS and does not display sin²2α behaviour, proving that the yz plane does not possess mirror plane symmetry. The sS responses, χyyy and χzzz,
Table 5.4: Fitted parameter values and allowed tensor components for $\alpha$-p measurements on Ag deposited on $\text{Al}_2\text{O}_3$. The numbers in brackets indicate errors associated with the parameter.

<table>
<thead>
<tr>
<th>Sample</th>
<th>x-azimuth</th>
<th>y-azimuth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag on Facetted sapphire</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>11.7(8) zxx zxz zzz</td>
<td>131.8(6) zyy yzy zzz</td>
</tr>
<tr>
<td></td>
<td>75.6(1) zyy xyy</td>
<td>11.4(21) zxx yxx</td>
</tr>
<tr>
<td></td>
<td>0.0(3) zxy zyz</td>
<td>4.2(8) zyx zzz</td>
</tr>
<tr>
<td>Ag on Flat sapphire</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>311(1) zxx zxz zzz</td>
<td>286.7(18) zyy yzy zzz</td>
</tr>
<tr>
<td></td>
<td>62(3) zyy xyy</td>
<td>59.6(43) zxx yxx</td>
</tr>
<tr>
<td></td>
<td>0.0(3) zxy zyz</td>
<td>0.0(4) zyx zzz</td>
</tr>
</tbody>
</table>

are smaller than the rippled samples as the NPs in question are much smaller.

Table 5.5: Fitted parameter values and allowed tensor components for $\alpha$-s measurements on Ag deposited on $\text{Al}_2\text{O}_3$. The numbers in brackets indicate errors associated with the parameter.

<table>
<thead>
<tr>
<th>Sample</th>
<th>x-azimuth</th>
<th>y-azimuth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag on Facetted sapphire</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>0.1(5) yxx yxz zzz</td>
<td>38.1(7) xyy xyz xzz</td>
</tr>
<tr>
<td>G</td>
<td>5.8(7)i$^{129}$ yyy</td>
<td>11.3(13) xxx</td>
</tr>
<tr>
<td>H</td>
<td>28.8(3) yxy yzy</td>
<td>12.5(5) xxy xxx</td>
</tr>
<tr>
<td>Ag on Flat sapphire</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>0.0(3) yxx yxz yzz</td>
<td>0.0(3) xyy xyz xzz</td>
</tr>
<tr>
<td>G</td>
<td>6.9(12) yyy</td>
<td>-8.0(6) xxx</td>
</tr>
<tr>
<td>H</td>
<td>-138.2(11) yxy yzy</td>
<td>118.0(7) xyx xxx</td>
</tr>
</tbody>
</table>

Finally Figure 5.21 and 5.22 show Ag deposited on a flat sapphire substrate. The response for $\alpha$-p and $\alpha$-s are the same for both $x$ and $y$ azimuths, as the islands do not form anisotropic arrays, confirming that both azimuths are mirror planes of the surface. The $\alpha$–p response is dominated by the pP response, which is large and real. The $\alpha$–s responses are dominated by the $C$ term and showing $\sin 2\alpha$. Both azimuths display small non–zero sS terms, this indicates that the
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Figure 5.19: \(\alpha-p\) response of Ag on facetted sapphire in both azimuths and fits to Equation 2.23. The response is largest along the island array which is consistent with rippled Si studies.

Figure 5.20: \(\alpha-s\) response of Ag on facetted alumina and fits to Equation 2.24. \(\alpha-sy\) does not observe the typical \(\sin^2 2\alpha\) behaviour indicating lack of mirror plane symmetry along the \(yz\) plane.

deposition method for Ag produces asymmetric islands.

These results demonstrate SHG can successfully characterise aligned arrays of NPs on anisotropic templates. The SH response is highly sensitive to NP symmetry. There is a strong surface enhanced signal due to LSPRs which amplifies weak nonlinear signals, even in the non–resonant regime.
5.3 Conclusions

Epioptic techniques have been used to characterise rippled Si templates in ambient as well as in UHV conditions. The RAS response of the ripples showed an increase in RAS amplitude with ion fluence within the first few hours of ripple formation.

**Figure 5.21:** $\alpha$–$p$ response of Ag on a flat sapphire substrate and fits to Equation 2.23. The responses along both azimuths are similar since the islands are deposited on a flat substrate producing more isotropic islands.

**Figure 5.22:** $\alpha$–$s$ response of Ag on a flat alumina substrate and fits to Equation 2.24. Responses are the same in both azimuths indicating a mirror plane in both $x$ and $y$ directions, as the Ag is deposited on a flat substrate. The responses are dominated $C$ term.
formation when prepared *in situ*, which seemed to be contrary to initial studies in ambient. The results were similar for SHG studies, where an increase in signal was observed after the first 3 hours of irradiation, after which the signal begins to decrease. It is likely that the strain-related response is dominant during the first few hours of ripple formation, which tends to relax when longer ripples form on the surface. Further experiments monitoring the RAS and SHG signals at shorter intervals could be interesting as they will demonstrate at what stage the strain begins to change.

The RAS response of Ag deposited on rippled Si templates was measured and large anisotropies were observed, the size of which was consistent with the aspect ratios of the NPs calculated from SEM images. The SHG from these plasmonic structures was also measured and the amplitude of their response was consistent with RAS results. Overall samples with larger aspect ratios produced stronger SH responses, with the responses along the NP array being stronger than across the array. It was possible to determine the symmetry of the NPs from the extracted fitting parameters, where islands of larger aspect ratios displaying departures from mirror plane symmetry, indicated by a non zero sS components ($\chi_{xxx}$ and $\chi_{yyy}$). SHG experiments were also performed on a Ag on facetted alumina system to determine the extent to which the SH responses varied on a similar system of 1m symmetry. The results were consistent: the SH response had a larger response along the Ag array and departures from mirror plane symmetry could be observed, with similar lineshapes in most cases. The SH response is highly sensitive to morphology of the NP layer, as confirmed from the response of silver on flat alumina substrate where the responses were equal in both azimuths. Undoubtedly the rippled Si system contains contributions from the oxide interface and possibly
strain related signals, further experiments will be required to determine the extent to which this is the case. However, we expect that for larger islands deposited on longer periodicities the large signals from the metal NPs may make these contributions negligible. It may also be interesting to perform SHG studies on arbitrary shaped islands to investigate the dependence on the SHG response. These results are among the first of their kind as polarisation dependent SHG is seldom reported as a characterisation technique for systems of this kind.
Chapter 6

Optical characterisation of small organic chiral molecules at surfaces

“I call any geometrical figure, or any group of points, chiral, and say it has chirality, if its image in a plane mirror, ideally realized, cannot be brought to coincide with itself.”

—Lord Kelvin

The importance of developing optical techniques for characterising small chiral molecules adsorbed on surfaces was discussed in Chapter 1. This chapter investigates the chirality of ultra-thin films using epioptic techniques. The phenomenological model was tested using the well studied chiral molecule, 1,1’—
binaphthalene-2,2’-diol (hereafter referred to as binol), on a fused silica substrate measured in a transmission geometry. The model was then applied to the smaller cysteine molecules adsorbed on Si(001) and Au(110), in reflection geometry. The work in the ambient described here has been published in *physica status solidi* (b) [150].

### 6.1 Ultra–thin binol films on fused silica

The sample preparation for binol films is detailed in Section 3.2.2. Experiments were performed in ambient conditions, on binol films deposited on fused silica for comparison with the previous work of Hicks *et al* [41, 42]. A solution of binol was deposited on fused silica and SHG measurements were carried out in a transmission geometry (Figure 6.1). Unamplified 130 fs laser pulses were used, with an average power of 200 mW, a repetition rate of 76 MHz and a beam diameter of 60 µm at the sample. A quarter–wave plate in the input beam was rotated and the p–polarised second harmonic (SH) response was measured as a function of the wave plate angle, $\theta$, which is the angle between the fast axis of the wave plate and the p–polarised direction.

A film of average thickness 50 nm was deposited after evaporation of the solvent. The SH response from both (R)– and (S)–enantiomers was recorded. Coverage was found to be uneven for the samples, as confirmed by optical microscopy, and produced SHG intensities that varied by up to four orders of magnitude as the laser beam was scanned over the sample. No signal above background was observed from the fused silica substrate in uncoated areas, confirming that the signal is as a result of the binol film. Data were taken from the thinnest regions
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Figure 6.1: Experimental arrangement for chiral SHG studies in the ambient for reflection and transmission geometries.

of the film, where there was still a measurable change from the SHG responses of the substrate. Given the four orders–of–magnitude variation in SHG intensity, and allowing for the quadratic dependence on thickness, the regions sampled are estimated to be a few monolayers thick.
Table 6.1: Fitted parameter values and allowed tensor components for (R)–(+)-binol on fused silica. Numbers in brackets indicate errors associated with each parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Allowed tensor component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'$</td>
<td>$\chi_{zzz}^{eee}$, $\chi_{zzz}^{xzz}$, $\chi_{zzz}^{xzx}$</td>
</tr>
<tr>
<td>$g'$</td>
<td>$\chi_{zzz}^{xxx}$</td>
</tr>
<tr>
<td>$h'$</td>
<td>$\chi_{xyz}^{xyz}$</td>
</tr>
<tr>
<td>$f''$</td>
<td>$\chi_{xyz}^{xxy}$, $\chi_{xyz}^{xzy}$, $\chi_{xyz}^{xyz}$</td>
</tr>
<tr>
<td>$g''$</td>
<td>$\chi_{xyz}^{xxy}$, $\chi_{xyz}^{xyz}$, $\chi_{xyz}^{xyz}$</td>
</tr>
<tr>
<td>$h''$</td>
<td>$\chi_{zzz}^{xxy}$, $\chi_{zzz}^{xzy}$, $\chi_{zzz}^{xyz}$</td>
</tr>
</tbody>
</table>

As discussed in Section 2.2.2, a simultaneous least–squares fit of Equation 2.30 to the measured SH response of both enantiomers, and the racemic was used:

$$I(2\omega) \propto (f' - g' + 4f'' \cos 2\theta - (f' - g') \cos 4\theta + 2h'' \sin 2\theta - h' \sin 4\theta)^2$$

$$+ (f'' - g'' - 4f' \cos 2\theta - (f'' - g'') \cos 4\theta - 2h' \sin 2\theta - h'' \sin 4\theta)^2$$ (2.30)

For a $p$–polarised output, the parameters $f$ and $g$ depend only on achiral tensor components, while $h$ depends on chiral tensor components and thus changes sign between (R)– and (S)–enantiomers. Conversely, for an $s$–polarised output $f$ and $g$ depend on chiral components, which change sign between enantiomers, and $h$ contains only achiral components.

The SHG response from the binol films was stable and did not show evidence of photobleaching or photodegradation. Figure 6.2 shows the normalised $p$–polarised fitted data for binol films, obtained using the transmission geometry shown in Figure 6.1, with an angle of incidence of 45°. The response from (R)– and (S)–enantiomers is very different, confirming a strong chiral response. Reasonable fits are obtained, where the difference in the response of the enantiomers
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Table 6.2: Fitted parameter values and allowed tensor components for (S)–(−)–binol on fused silica. Numbers in brackets indicate errors associated with each parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Allowed tensor component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'$</td>
<td>$\chi_{zzz}^{eee}$, $\chi_{xxz}^{eee}$, $\chi_{xzx}^{eee}$</td>
</tr>
<tr>
<td>$g'$</td>
<td>$\chi_{xxx}^{eee}$</td>
</tr>
<tr>
<td>$h'$</td>
<td>$\chi_{xyy}^{eee}$</td>
</tr>
<tr>
<td>$f''$</td>
<td>$\chi_{xzy}^{eem}$, $\chi_{zyx}^{eem}$, $\chi_{xyz}^{eem}$</td>
</tr>
<tr>
<td>$g''$</td>
<td>$\chi_{yzy}^{eem}$, $\chi_{zyz}^{eem}$</td>
</tr>
<tr>
<td>$h''$</td>
<td>$\chi_{xxz}^{eem}$, $\chi_{xzx}^{eem}$, $\chi_{zzx}^{eem}$, $\chi_{zzz}^{eem}$</td>
</tr>
</tbody>
</table>

Figure 6.2: SHG response of (R)–(+)–binol (filled circles) and (S)–(−)–binol (open circles) on fused silica in transmission geometry, and fits (solid lines) to Equation 2.30.

is accounted for by simply changing the sign of the chiral component, $h$, while maintaining its absolute value. All other parameters are constrained to have the same value for the two enantiomers, as required by theory.

The amplitude of the chiral parameter $h$ is relatively large, being about half
the size of $g$, and is imaginary, within the error estimate. The largest parameter is $g$, which is also complex, while $f$ is real and quite small. At $45^\circ$, the electric dipole tensor components of $f$ appear in the form $\chi^{eee}_{zzz} + \chi^{eee}_{zxx} - 2\chi^{eee}_{xxz}$, while $g$ depends on $\chi^{eee}_{xxx}$ \cite{111}. Molecular hyperpolarisability calculations indicate that away from resonance, the $\alpha^{eee}_{zzz}$ component makes the largest contribution to the SHG of binol, where the $z$–axis is defined as the bisector of the inter–ring twist angle \cite{151}. Even allowing for the partial cancellation between components in the $f$ term, it appears likely that the dominance of the $g$ term, and thus the $\chi^{eee}_{xxx}$ component, indicates that the average orientation of the binol molecules does not have the molecular $z$–axis normal to the surface (Figure 6.3). A racemic mixture (50:50 mixture of both enantiomers) was also measured for comparison, which is shown in Figure 6.4. The response in this case is quite different than that for R– and S–enantiomers: the fit was performed by using the same values of $f$ and $g$, while setting the chiral component $h$ to zero. The scatter in the sample data is thought to originate from the roughness apparent on the film.

The work of Hicks et al on binol had the added complexity of performing experiments spectroscopically in order to observe resonantly enhanced SH effects,
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Table 6.3: Fitted parameter values and allowed tensor components for racemic–binol on fused silica. Numbers in brackets indicate errors associated with each parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Allowed tensor component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f''$</td>
<td>$\lambda_{zzz}^{eee}$, $\lambda_{xxx}^{eee}$, $\lambda_{xxz}^{eee}$</td>
</tr>
<tr>
<td>$g'$</td>
<td>$\lambda_{xxx}^{eee}$</td>
</tr>
<tr>
<td>$h'$</td>
<td>$\lambda_{xzy}^{eee}$</td>
</tr>
<tr>
<td>$f''$</td>
<td>$\lambda_{xzy}^{eem}$, $\lambda_{xyy}^{eem}$, $\lambda_{xyz}^{mee}$</td>
</tr>
<tr>
<td>$g''$</td>
<td>$\lambda_{xyy}^{eem}$, $\lambda_{xyz}^{eem}$</td>
</tr>
<tr>
<td>$h''$</td>
<td>$\lambda_{xzy}^{eem}$, $\lambda_{xyy}^{eem}$, $\lambda_{xxz}^{eem}$, $\lambda_{zzz}^{eem}$, $\lambda_{xxx}^{eem}$</td>
</tr>
</tbody>
</table>

as shown in Figure 6.5. As the SH wavelength was tuned closer to a resonance lying between 200 nm and 250 nm, the chiral effect is amplified, and a large difference between left– and right–circularly polarised light is observed. However, the work in this section confirms that even off–resonance, using polarisation rotation studies, chiral information from tensor components can be extracted successfully, and suggests that this method may also be applicable to smaller chiral molecules. As discussed in Chapter 1, no SHG studies have been reported on small chiral molecule adsorption on well–characterised single crystal surfaces. The following section will investigate applying the methods discussed here to cysteine, a small chiral amino acid, on reflecting surfaces.
Figure 6.4: SHG response of racemic binol on fused silica in transmission geometry, and fit (solid line) to Equation 2.30.

Figure 6.5: SHG efficiencies as a function of the second–harmonic wavelength for (R)–binol at the air/silica interface using left– (closed triangles) and right–circularly (open circles) polarised light (after [152]).
6.2 Cysteine on reflecting surfaces

The successful application of our model to the previously studied binol system allowed other thin film chiral systems to be investigated, namely ultra–thin cysteine films on reflecting surfaces. Cysteine (Figure 6.6) is a small amino acid of considerable biophysical interest, as discussed in Chapter 1. Films of cysteine were prepared and deposited on native–oxide–covered Si(001), while cysteine MLs were prepared on Au(110) surfaces.

6.2.1 Cysteine on Si(001)

The sample preparation for cysteine films on Si(001) is discussed in detail in Section 3.2.3). A solution of cysteine was dissolved in water and deposited on a native–oxide–covered Si(001) substrate and the p–polarised SHG response was measured in ambient, in a reflection geometry, at 45 ° (Figure 6.1). Again the coverage was found to be uneven, and data were taken from the thinnest regions of the film, where there was a measurable change from the SHG response of the substrate. In the case of the cysteine on Si(001), an additional fit on the data
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Table 6.4: Fitted parameter values and allowed tensor components for clean Si(001), where $f', g', h'$ indicate real components, while $f'', g'', h''$ indicate imaginary components. Numbers in brackets indicate errors associated with each parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Allowed tensor component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'$</td>
<td>$\chi_{xxx}^{eee}$, $\chi_{zzz}^{eee}$</td>
</tr>
<tr>
<td>$g'$</td>
<td>$\chi_{xxx}^{eee}$, $\chi_{zzz}^{eee}$</td>
</tr>
<tr>
<td>$h'$</td>
<td>$\chi_{xyz}^{eem}$, $\chi_{xyz}^{mee}$</td>
</tr>
<tr>
<td>$f''$</td>
<td>$\chi_{xxx}^{eem}$, $\chi_{zzz}^{eem}$, $\chi_{zzz}^{mee}$</td>
</tr>
<tr>
<td>$g''$</td>
<td>$\chi_{xxx}^{eem}$, $\chi_{zzz}^{eem}$, $\chi_{zzz}^{mee}$</td>
</tr>
<tr>
<td>$h''$</td>
<td>$\chi_{xxx}^{eem}$, $\chi_{zzz}^{eem}$, $\chi_{zzz}^{mee}$</td>
</tr>
</tbody>
</table>

from the substrate alone was included, as native–oxide–covered Si(001) produces a significant SHG response [34]. This allowed the substrate contribution to the overall response to be determined. However, on film deposition, the measured substrate response may require to be scaled in amplitude and, as the overall SH response is the coherent sum of the substrate and film response, a complex phase factor has to be introduced. Thus two additional fitting parameters are required (Table).

$$P_{total}(2\omega) = P_{film}(2\omega) + Ae^{i\phi}P_{sub}(2\omega)$$  \hspace{1cm} (6.1)

where the total SH polarisability, $P_{total}(2\omega)$, is the coherent sum of the film contribution, $P_{film}(2\omega)$, and the substrate contribution, $P_{sub}(2\omega)$, allowing for a scaling factor, $A$, and a complex relative phase factor, $\phi$. A reasonable fit could not be obtained if a contribution from the substrate was not included. For measurements nonresonant at both $\omega$ and $2\omega$, the electric dipole terms are real and the magnetic dipole terms are imaginary. Phase differences between chiral and achiral tensor components make a significant contribution to the sensitivity of the technique.

The Si(001) substrate is known to give a dichroic response arising from in-
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Figure 6.7: SHG response of native–oxide covered Si(001), in reflection geometry at 45°, and fit to Equation 2.30.

Table 6.5: Fitted parameter values and allowed tensor components for (R)–(+–)–cysteine on Si(001), where $f'$, $g'$, $h'$ indicate real components, while $f''$, $g''$ and $h''$ indicate imaginary components. The parameters $h'$ and $h''$ change sign for (S)–(−–)-cysteine. Numbers in brackets indicate errors associated with each parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Allowed tensor component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'$</td>
<td>$\chi_{eee}^{xxx}$, $\chi_{eee}^{xxz}$, $\chi_{eee}^{zzz}$</td>
</tr>
<tr>
<td>$g'$</td>
<td>$\chi_{eee}^{xxx}$</td>
</tr>
<tr>
<td>$h'$</td>
<td>$\chi_{xyz}$</td>
</tr>
<tr>
<td>$f''$</td>
<td>$\chi_{eem}^{xxx}$, $\chi_{eem}^{xxz}$, $\chi_{mee}^{xxx}$</td>
</tr>
<tr>
<td>$g''$</td>
<td>$\chi_{xyz}$, $\chi_{xyz}$</td>
</tr>
<tr>
<td>$h''$</td>
<td>$\chi_{eem}^{xxx}$, $\chi_{eem}^{xxz}$, $\chi_{mee}^{xxx}$</td>
</tr>
</tbody>
</table>

Interference between bulk quadrupolar and interface dipolar terms [153]. This is an optical effect at the Si/SiO$_2$ interface, and does not arise from chiral structures at the interface. Figure 6.7 shows the SH response, together with the fit, of the native–oxide–covered Si(001). The fitted parameter values from Table 6.4, were used to determine the substrate contribution to the overall signal. Figure
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Figure 6.8: SHG response of ultra-thin films of (R)–(+)-cysteine (filled circles) and (S)–(-)-cysteine (open circles) deposited on native-oxide-covered Si(001), in reflection geometry at 45° angle of incidence, and fits to Equation 2.30.

6.8 shows the normalised p-polarised SHG data with fits for the cysteine films, obtained using the reflection geometry. The substrate tensor components were scaled at 0.4 of the cysteine component values and the phase difference 160° (Table 6.5). There is a clear difference in the SHG response from (R)– and (S)– enantiomers. As with the binol film, the fits show that the difference in the response of the enantiomers can be accounted for by simply changing the sign of $h$, thus confirming a detectable chiral response. The quality of the fit was assessed by repeating the least squares fit with $h = 0$, which would be the case if there were no detectable chiral response. This resulted in a much poorer fit, with the residuals worsening by a factor of 5.8 for binol and a factor of 3.6 for cysteine. The amplitude of the chiral component of cysteine was about 20% of the achiral contribution.
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6.2.2 Cysteine on Au(110)

The sample preparation for cysteine on Au(110) is detailed in Section 3.2.3. Experiments were performed in UHV and experimental details for SHG are described in Section 6.1. The p– and s–polarised SHG response was measured as a function of wave–plate angle using reflection geometry (Figure 6.1). As with cysteine on Si(001), SHG measurements were made on the clean, well–ordered surface of Au(110) first, in order to determine the substrate contribution. RAS was then used to monitor the deposition and coverage of cysteine on Au(110) in real time, and a comparison was made with the previous work of Isted et al [88]. The SHG response of cysteine on Au(110) was then measured. Separate experiments were performed for the enantiomers (R)–(+)– and (S)–(−)–enantiomers.

The adsorption of cysteine onto various substrates has been widely studied [154, 155]. Due to the presence of the thiol group (Figure 6.6), cysteine tends to bond favorably on gold surfaces. The adsorption of cysteine on Au has been studied extensively, particularly on the (111) and (110) surfaces [156–159]. The surface of Au(110) forms a 2×1 missing–row reconstruction at room temperature. The main characteristic of the missing–row reconstruction is the formation of (111) microfacets, leading to the removal of every second atomic row along the [110] direction. The adsorption of cysteine on the Au(110)–2×1 surface causes the hydrogen atom of the sulphhydryl group (HS–) to be dissociated, allowing a strong covalent bond to be formed between the sulphur atom and the Au surface.

Depositing with the substrate at low temperatures, cysteine molecules are physisorbed on the surface and the hydrogen atom of the mercapto group does not
dissociate, preventing a strong linkage to the substrate. Increasing the temperature above 270 K causes dehydrogenation of the cysteine molecules and cysteine becomes chemisorbed on the surface via a covalent sulphur–gold bond. Annealing with the temperature between 300 K and 400 K, the cysteine chains form dimers and dense chiral domains along the [110] direction. Previous STM studies on the adsorption geometry of cysteine on the gold surface indicate that the cysteine induces a surface rearrangement and forms double–row structures, where two cysteine molecules arrange themselves in molecular pairs along the [110] direction (see Figure 6.9), with the main axis of the pair rotated in opposite directions for each enantiomer [160]. Care was taken not to anneal above 420 K, as there is evidence of dissociative desorption, where only atomic sulphur is left behind [161]. The evaporation of cysteine from our source was monitored by a quadrupole mass spectrometer. The main peak was at 121 a.m.u., which is evidence that the cysteine evaporated without decomposition.
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As with previous chiral systems a simultaneous least–squares fit of Equation 2.30 to the SH response of both enantiomers was used. However, for the $\alpha$–s response the sign of $f$ and $g$ is reversed between enantiomers, as they depend on chiral tensor components and $h$ depends on achiral components. As mentioned for cysteine on Si(001) measured in the ambient, an amplitude and phase factor was included in the fit in order to account for the overall size and relative phase of the substrate response.

6.2.3 RAS response of cysteine on Au(110)

The adsorption of cysteine on Au(110) in UHV has been studied previously by RAS [88], allowing a comparative analysis to be performed prior to the nonlinear studies. The RAS spectrum of the clean Au(110) surface shows negative–going peaks at 2.5 eV and 3.5 eV (Figure 6.10 and 6.11), and hence higher reflectivity along the [001] direction, relative to the [1 ¯10] direction. The RAS profile is similar to previous observations [91, 162, 163]. The RAS features above 2 eV have been assigned to surface modified bulk transitions, while the region below 2 eV is sensitive to adsorbates and has been assigned to transitions involving surface states. The amplitude of the overall RAS response obtained is larger than that of previous work, which would tend to indicate better surface order, but the 2.5 eV peak is less intense than previous work. LEED confirms a well–ordered surface (Figure 6.14c). On deposition of cysteine the region below 2 eV attenuates and the ratio of the 2.5 eV to the 3.5 eV peak heights increases, in agreement with previous work [88]. The RAS spectra for both (R)–(+)-- and (S)–(−)–cysteine were very similar, as shown by Figures 6.10 and 6.11, which
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**Figure 6.10:** Room temperature RAS spectra of the clean Au(110) surface (blue solid line), the (R)–(+)–cysteine saturated surface (red solid line) and the (R)–(+)–cysteine saturated surface following heating to 400 K and cooling to room temperature (black solid line).

![Graph](image)

**Figure 6.11:** Room temperature RAS spectra of the clean Au(110) surface (blue solid line), the (S)–(−)–cysteine saturated surface (red solid line) and the (S)–(−)–cysteine saturated surface following heating to 400 K and cooling to room temperature (black solid line)
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**Figure 6.12:** The RAS spectra response at 3.5 eV, monitoring the deposition of cysteine on Au(110) in real time. The signal increases by 2 RAS units until a plateau is reached.

compare clean Au(110) with the deposition of cysteine before and after annealing the sample to 400 K. On annealing to 400 K, the 2.5 eV peak is significantly attenuated, consistent with previous annealing studies [88]. The reproducible changes in the RAS spectra make it possible to follow the deposition in real time by monitoring the 3.5 eV peak. On deposition at RT the RAS signal increases in intensity (normally by 2 RAS units) until a plateau is reached (Figure 6.12).

Figure 6.13 shows the differential RAS spectra, plotted in order to identify any differences between the deposition of the enantiomers. The major differences lie in the surface state region between 1.5 eV and 2.5 eV, but the left inset shows that comparable changes occur between clean Au(110)–2×1 surfaces in this region. The sensitivity to surface preparation in this spectral region, where apparent differences between enantiomers is observed, makes the use of RAS to detect chiral differences for this material system problematic. As discussed in
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Figure 6.13: Differential RAS spectra: annealed (R)-Clean Au and annealed (S)-Clean Au. Left inset: differential RAS of the clean (R)-Clean (S). Right inset: differential RAS of annealed (R)-annealed (S). The main differences between the spectra lie in the 1.5 eV and 2.5 eV region.

Chapter 1, any differences would have to arise from an indirect mechanism, as linear optical techniques cannot detect chirality in reflection geometry.

LEED patterns were obtained from both enantiomers indicating long range ordering of the adsorbate, although this was much better developed for the (S)-(−)-cysteine (see Figure 6.14). It is interesting that previous work on (R)-(+)–cysteine adsorption on Au(110)–2×1 found no clear LEED pattern [88]. Both LEED images show some evidence of streaking along the [110] direction, which may be due to increased disorder in this direction. (S)-(−)-cysteine on Au(110) displays a c(4×2) LEED pattern. Line scans were performed on the (R)-(+)–adsorbed surface along the [001] direction in order to identify the order of the adsorbate. (R)-(+)–cysteine still retains a 2×1 reconstruction from the substrate, together with a faint ×3 reconstruction along [001] due to the adsorbate.
6.2 Cysteine on reflecting surfaces

Figure 6.14: LEED images taken of (R)– and (S)–cysteine on Au(110) compared with the clean Au(110)–2\times1, all taken at 129 eV. (Figure 6.15). The different LEED patterns are a very good indication that the cysteine adsorbed occupies sites on the Au surface which are enantiomer selective, in agreement with previous STM studies [84, 86, 157, 160, 161]. Evidence of enantioselective adsorption of cysteine at kink sites on Au(110)–2\times1 was previ-
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Figure 6.15: Line scans of the LEED spots along the [001] direction. (a) Line scan of the (R)–(+)-cysteine on Au(110)-2x1 surface. (b) Line scan of the clean Au(110)-2x1 surface. Extra spots are found along the [001] with adsorption of the (R)–(+)-cysteine.

previously observed by Kuhnle et al, where the surface is assigned R and S sites which are enantiomer selective [85]. This assignment of chirality to surface adsorption sites was introduced by Ahmadi et al [164].

6.2.4 SHG response of cysteine on Au(110)

As discussed previously, all data were normalised to the square of the power of the laser. In situ α-p and α-s scans were performed on clean Au(110) surface and after adsorption and annealing of cysteine, as monitored using RAS. Unlike the studies of cysteine in ambient, there was little change in the shape of the response. It was found that the α-s scans were much more sensitive to adsorption compared to the α-p measurements. Reproducible results were obtained: (S)-cysteine enhances the SHG signal while the (R)-cysteine reduces it, with line shape remaining the same. In order to determine the substrate contribu-
tion, the two sets of clean α-s Au(110) data, associated with the separate R- and S-cysteine experiments, were fitted simultaneously. A scaling factor of 0.739 between the two sets of data was required, probably due to the optical realignment required between the two separate experiments (Figure 6.16). Interestingly, the fit of clean Au identified a strong chiral response, indicated by the large, predominantly imaginary, \( f \) and \( g \) terms (Table 6.6). As with Si(001), this may be attributed to interference between bulk electric quadrupole and surface dipole contributions. The achiral and chiral tensor components that may contribute to the \( f, g \) and \( h \) parameters are listed in Table. It should be noted that, although the variation of the SH intensity with the quarter-wave plate angle looks similar to half-wave plate behaviour REF, the more complicated form of Equation 2.30 requires non-zero values of \( f, g \) and \( h \) to obtain a best fit to this apparently simple curve.

Repeating these experiments showed that (R)-(+)–cysteine consistently decreased the SH response, while (S)-(−)–cysteine always increased the SH response. Figure 6.17 shows the clean Au(110) response compared to the response with a ML of (R)-(+)–cysteine adsorbed (left) and a ML of (S)-(−)–cysteine adsorbed (right). The two sets of data were fitted simultaneously with the \( f \) and \( g \) values changing sign between enantiomers. The substrate parameters were fixed at the clean Au(110) values and the phase shift between the substrate and cysteine MLs allowed to vary. Reasonable fits were obtained, with cysteine making a relatively small contribution to the overall fit. Table 6.7 shows the fitting parameters extracted from the fit. The achiral parameter, \( h \), is predominantly real and makes the largest contribution, followed by the chiral parameter, \( g \), which is complex.
### Table 6.6: Fitted parameter values and allowed tensor components for clean Au(110), where $f', g', h'$ indicate real components, while $f''$, $g''$ and $h''$ indicate imaginary components. Numbers in brackets indicate errors associated with each parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Allowed tensor component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'$</td>
<td>$0.0(4)$</td>
</tr>
<tr>
<td>$g'$</td>
<td>$0.9(5)$</td>
</tr>
<tr>
<td>$h'$</td>
<td>$0.1(1)$</td>
</tr>
<tr>
<td>$f''$</td>
<td>$10.27(7)$</td>
</tr>
<tr>
<td>$g''$</td>
<td>$7.2(7)$</td>
</tr>
<tr>
<td>$h''$</td>
<td>$-0.5(2)$</td>
</tr>
</tbody>
</table>

A DC level is subtracted from all data prior to fitting, in order to account for an offset due to the background light. By treating this DC level as a fitting parameter, together with a scaling of the intensity, it proved possible to obtain a good fit without including a cysteine contribution. This possible because of the lack of structure in the curves of Figure 6.17. Thus the results are not fully conclusive since the changes in the SHG response are small and unstructured. However, performing the experiment at molecular resonances should greatly enhance these signals. From linear CD spectra, cysteine has a maximum dichroic response at $\sim200$ nm [165], and so performing the experiment with a 400 nm fundamental beam would be expected to enhance the cysteine contribution to the overall signal considerably. Attempts at high efficiency frequency doubling of the 800 nm fundamental to produce a 400 nm beam of sufficient intensity were not successful.
Figure 6.16: $\alpha$–s response of clean Au(110) measured in *in situ* UHV conditions in reflection geometry at 45°, and fit to Equation 2.30.

Table 6.7: Fitted parameter values for (R)–cysteine on Au(110). $f$ and $g$ change sign for (S)–(−)–cysteine. The numbers in brackets indicate errors associated with each parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Allowed tensor component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f''$</td>
<td>0.0(8)</td>
</tr>
<tr>
<td>$g'$</td>
<td>-0.3(4)</td>
</tr>
<tr>
<td>$h'$</td>
<td>-0.8(1)</td>
</tr>
<tr>
<td>$f''$</td>
<td>0.1(1)</td>
</tr>
<tr>
<td>$g''$</td>
<td>0.2(3)</td>
</tr>
<tr>
<td>$h''$</td>
<td>-0.02(4)</td>
</tr>
</tbody>
</table>
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Figure 6.17: $\alpha$–s response of (R)– and (S)–cysteine on Au(110) measured in UHV conditions in a reflection geometry at 45°, and fit to Equation 2.30.
6.3 Conclusions

The chirality of ultra–thin films of binol on fused silica was successfully detected using SHG in transmission geometry. The chirality of ultra–thin films of cysteine on native–oxide–covered Si(001) was identified, using reflection geometry, by measuring the substrate response and then including an amplitude and phase factor in the fit of the total SH response. These preliminary studies performed in ambient demonstrate that the chirality of small molecules adsorbed at reflecting surfaces in nm thicknesses can be detected, even away from electronic resonances.

Cysteine was then deposited under UHV conditions on the Au(110)–2×1 surface. Gold was chosen as a substrate due to the strong covalent bond between the sulphur group of cysteine and the gold surface, which results in enantiomer–sensitive adsorption. LEED studies of annealed MLs of the two enantiomers revealed different surface order, indicating chiral adsorption sites, but RAS studies of the two surfaces revealed no significant differences. However, RAS proved to be very useful for monitoring the growth and coverage of the cysteine in real time.

SHG measurements under UHV conditions were made on both surfaces. A repeatable increase in SH response, relative to the clean Au(110)–2×1 surface, was observed on formation of the (S)–(−)–cysteine monolayer and a decrease was observed on formation of the (R)–(+)–cysteine monolayer. This was the only evidence of a chiral effect, as no additional structure was observed in the plots. Good fits were obtained assuming a chiral response, but comparable fits could be obtained by simply scaling the SH response and adjusting the DC level. The results are thus not conclusive and there is strong justification for performing the
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experiment near a cysteine resonance in order to amplify the chiral effect.

The results presented in this chapter validate the use of epioptic techniques, ultra–thin films of chiral molecules deposited on crystalline substrates. Although some small molecule systems may require SH resonant enhancements in order to distinguish the enantiomers nonlinear optical techniques are promising for investigating the chiral response of these material systems, and should be explored further.
Chapter 7

Conclusions and future work

The main objectives of this thesis were to test feasibility of using epioptic techniques to characterise plasmonic systems, secondly using the information obtained from epioptic techniques to model and understand the linear plasmonic response using an analytical model and finally using epioptic techniques to characterise ultra–thin chiral systems. The main linear technique used throughout this thesis was RAS, and the main nonlinear technique used was SHG. With both techniques being surface and interface sensitive, they are ideal complementary techniques with which to study the material systems described above.

Epioptic techniques like RAS are often used for monitoring and tuning the plasmonic response of small NP arrays on morphogically anisotropic templates. Growing these nanostructures in a controlled and reproducible fashion is key to their characterisation. Fabrication of plasmonic structures on nanopatterned substrates, like rippled Si, provides a stable surface upon which to grow and characterise NP arrays, and so the ability to monitor the evolution of the rippled Si templates by epioptic techniques was tested. Investigation of the effect of
the ripples in ambient conditions with RAS showed that a broad maximum is introduced at approximately 2.5 eV, arising from strained a–Si, which in turn decreases in intensity with longer irradiation time and hence periodicity. When following the evolution of the ripples in UHV conditions, it was found that the first few hours of ripple formation are dominated by strain, along the ripple direction. SHG studies of the ripple formation was consistent with these finding, where there was found to be a huge enhancement of the SH response in the first 3 hours, which then decreased with increasing irradiation time. Further experiments would be useful at smaller time intervals to understand the evolution of the RAS and SHG signal with irradiation time. Finally samples with silver deposited within the valleys of the ripples were characterised using RAS and SHG. The RAS showed large anisotropic responses due to LSPRs, with the RAS signal increasing in intensity with increasing aspect ratio of the NPs, as expected. The SHG response agreed with this correlation and it was found that SHG was highly sensitive to the symmetry of the NP and morphology of the array. These results were compared to a similar system: Ag on facetted alumina, where similar results are shown. To the best of our knowledge these are among the first measurements of their kind, and it is worthwhile performing an in–depth study of thickness and NP shape dependent SHG measurements to fully understand the responses.

Modelling the linear optical response of ellipsoidal NPs is challenging since analytic solutions exist only for spheroids. An analytic model has been developed in Chapter 4, in order to model anisotropic ellipsoidal islands. Reasonable success has been shown in modelling the RAS response on various substrates and island densities, however, the model often falls short when modelling the pseudo–dielectric functions measured from SE, as this is a more stringent test of
the model since it includes $x$, $y$ and $z$ resonances. It highlights the complexity of trying to model plasmonic systems and perhaps a more extensive computational method is required. The transfer–matrix approach can be used for isolated NPs of arbitrary shape, although this can computationally expensive, however, with advances in computing power, these calculations may be a viable option.

As outlined in Chapter 1, SHG is ideal for studying chiral systems since they are asymmetric. SHG studies were performed on binol films in a transmission geometry, using these results a simple model was developed to fit the SH response, where the sign of the chiral parameter changed sign between enantiomers. The successful application of the model to binol films allowed monolayer chiral recognition. The model was extended to include an amplitude and phase factor for thin chiral films at reflecting surfaces, as the SH response will then be a coherent sum of the substrate and the chiral film. This approach was successful for thin films of cysteine on native–oxide–covered Si(001). The final test was to detect ultra–thin chiral films of cysteine deposited in UHV conditions on Au(110), monitored in real time using RAS. It was found that although SHG was sensitive to the deposition of the cysteine, the fitting of the data did not demonstrate conclusively a difference between $(R)$–$(+)$– and $(S)$–$(-)$–cysteine enantiomers, since the line-shape of the responses did not change very much, and underlining the difficulty in detecting enantiomeric excess in small chiral molecules. These results, although inconclusive, are strong justification for repeating the experiment on resonance, as this will surely amplify the nonlinear response.
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