
The discourse value of social signals at topic change moments

Francesca Bonin, Nick Campbell and Carl Vogel

School of Computer Science and Statistics
Trinity College Dublin, Ireland
{boninf,nick,vogel}@tcd.ie

Abstract
The dynamics of social interactions during human-human

conversation have attracted the attention of many researchers
aiming at improving the naturalness of automatic dialogue sys-
tems and creating socially aware machines. While many stud-
ies have investigate social dynamics in relation to the emotional
sphere of a conversation, in this work we investigate whether
these dynamics are correlated with the discourse structure, par-
ticularly topic changes. We conduct an observational study in
two corpora of differing nature. In both corpora we find that
at topic terminations, the interactional entropy, defined as the
amount of social signals exchanged by the participants, de-
creases with the introduction of a new topic. We conclude that
a relation exists between topic changes and amount of social in-
teraction and, hence, that social signals have a discourse value
in addition to a social function. This value, we suggest, is group
acknowledgement that a new topic has gained the floor. Under-
standing these social dynamics within conversations can be ex-
ploited in the development of socially aware dialogue systems.
Index Terms: Social Signals, Topic Change, Paralinguistic sig-
nals, Dialogue Systems

1. Introduction
In recent years, much attention has been given to the study
of paralinguistic events in conversations, both from an analyt-
ical and from a synthesis point of view. Domains like Affec-
tive Computing [1], Social Signal Processing (SSP) [2], Social
Robotics [3], Intelligent Virtual Agents [4], Human Communi-
cation Dynamics [5] etc., have investigated the scope of par-
alinguistic signals in determining human-human and human-
machine social interactions at several social and behavioral lev-
els. This attention has led to work in automatic recognition of
human personality in various contexts [6], artificial agents that
sustain emotionally rich conversations with their users [7], af-
fective interactions [8], and so on. Much effort has been devoted
to increasing understanding of social signals, defined as the en-
semble of non-linguistic vocalizations including turn taking, si-
lences, overlaps and vocal outbursts, gazes etc. [9]. Such sig-
nals have been investigated in their relation with affective states,
conflictual interactions, communication success, agreement and
disagreement, among others factors [10, 11, 12, 13, 14].

While the social function of paralinguistic signals has been
explored, few have attempted to investigate whether such sig-
nals underpin also a discourse function. However, a better un-
derstanding of the discourse function of social signals can repre-
sent a valuable resource in information extraction. Spontaneous
conversations are usually a challenging scenario for traditional
topic segmentation techniques (due to the noise in the transcrip-
tions). Therefore, an understanding of whether and how those
signals relate with topic changes can provide useful simple cues

for the detection of topic boundaries in noisy, real world sce-
narios. In addition, a full understanding of a discourse func-
tion of social signals can be exploited in improving interactions
with intelligent virtual agents, dialogue systems and speech in-
terfaces in general, towards more socially aware machines.

Some [15] have investigated the relation among paralin-
guistic events and contextual factors, such as topic changes,
gender, speaker role, mode of interaction. In previous work
[16, 17, 18] we have analyzed the relation between laughter and
topic changes, showing that the distribution of laughter is not
random, nor uniform, and does not exclusively depend on the
distribution of mirthful events, but rather correlates with dis-
course events. While such studies considering only an individ-
ual signal are useful, a wider perspective on an ensemble of
social signals can provide an understanding of the variability in
interaction among participants. Here we investigate the relation
between such variability, which is expressed in the quantity and
kinds of social signals expressed by the participants, and dis-
course events such as topic change. We call this variability in
interaction interactional entropy, and we address the following
research questions:

[RQ1 ] Is there a correlation between the interactional entropy
of a conversation and discourse phenomena such as topic
changes?

[RQ2 ] If there is such correlation, do topic changes influence
interactional entropy or vice versa?

To answer these questions, we conduct an observational
study over two distinct corpus types: a task-based dialogue
(the AMI corpus) and spontaneous interaction (the TableTalk
corpus), analyzing the social signals’ distribution around topic
changes and their interaction with the lexical volume. In what
follows, we present a brief introduction of the five classes of
social signals used in this study, together with a overview of re-
lated previous works, Sec. 2. We then describe the two datasets
in Sec. 3, our methodology in Sec. 4 and finally experiments in
Sec. 5. We provide a discussion and conclusions in Sec. 6.

2. Past studies of social signals
We define interactional entropy as the variability in interaction
between participants, expressed by the amount of social signals
exchanged by the participants. Here we analyze a subset of
social signals, specifically: vocal outbursts such as laughs, and
backchannels, overlaps and silences.

2.1. Laughter

While laughter has long being studied as the vocalization of a
mirth, we start from the hypothesis the sometimes laughter can
have a different function, not related to presence of a mirthful
event either inside or accompanying the dialogue. Some have
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studied the characteristics of controlled and uncontrolled laugh-
ter noticing a difference in the internal structure of the laughter:
controlled laughter does not exhibit random structure but repeti-
tion; uncontrolled spontaneous laughter has been found to have
random internal structure [19]. Laughter can be understood as
a joint activity: one interlocutor may laugh alone, or a number
may join the laughter. Previous studies have described laugh-
ter independently of its role in mirthful response to humor. In
this context, laughter has been seen as a highly ordered phe-
nomenon, internally and externally [20]. In this sense, it is also
relevant to explore the timing of laughter with respect to other
elements of interaction in dialog, such as topic changes. While
the timing of mirthful laughter is effectively random, given
the distribution of potential triggers, the timing of non-mirthful
laughter might be related to conversation structure.1 The hy-
pothesis is that when laughter functions as a social signal, its
timing is structured and conveys information about the under-
lying discourse structure. Previous works have explored other
non-verbal features that can be predictive of discourse structure
[22, 23]. Luz et al. [22] investigate the potential of non-verbal
signals such as silences (among two speakers’ vocalizations as
well as within a single speaker’s turn) and overlaps in predict-
ing topic changes in meetings. Results show that pauses and
overlaps on their own are good markers of the topic structure of
meetings conversation, reaching performance comparable with
lexical based methods. Vinciarelli et al. [15] also analyze laugh-
ter and topics, finding that laughs decreases when participant
are concentrated on a topic rather than in social chitchats. In
previous work, we have investigated the discourse function of
laughter in isolation by looking at its distribution at a macro
level throughout a topic [16]; here we investigate laughter and
other signals at a micro level, providing a better insight into in-
fluence of the social signals on topic change.

2.2. Silences and Overlaps

Silences have long been studied in conversational analysis, and
they play a fundamental role in vocal behavior [24]. Linguists
have studied silence from different directions: from a func-
tional perspective [25], from an acoustic perspective [26, 27],
and from a discourse analysis perspective [28]. More recently
silence has been studied as an important part of interaction
and three kinds of silences have been distinguished: hesitation
silence, psycholinguistic silence, and interactive silence [29].
Sacks et al. [28], and more recently [30], distinguished three
different types of silences: pauses, gaps and lapses. A pause
is defined as a silence within a turn. Gaps are defined as short
pauses between turns and lapses as longer pauses between turns.
Here we count as silence each soundless time interval bounded
by human speech or audible sounds (see [15]). We start from
the hypothesis that silence is more frequent in moments of high
interaction characterized by shorter turns and a higher number
of exchanges.

We also analyze overlaps, defining overlaps as time inter-
vals during which at least two speakers talk at the same time, as
in [15]. Many have looked at overlaps as indicators of conflicts,
disputes or dominance displays [31]. Here we explore over-
laps as a natural event occurring in spontaneous conversation,
regardless of their social interpretation.

1While we see distinction between instances of mirthful laughter
and structural laughter we do not here seek functional (or automatic)
discrimination nor attempt to understand speakers’ emotive state (others
do attempt to infer speaker emotions [21]); rather, we treat all instances
of laughter as members of the category ‘social signals’.

We group silences and overlaps as complementary phenom-
ena that jointly exhaust a single natural kind derived from the
timing of individual linguistic interactional contributions.

2.3. Backchannels

In this work we consider backchannels short voiced utterances
like “mm-hmm” or linguistic expressions like “yeap, yeah,
yeas, right” that signal attention and encouragement. We do
not consider the distinction among type of feedback that en-
courage the speaker to continue, from the type of feedback that
anticipate a turn taking as in [32]. In this context, backchannels
represent any vocal outburst which is direct to the speaker to
reflect attention and engagement in the conversation.

3. Corpora
In this section we describe the two datasets considered:
TableTalk and AMI corpus.

3.1. TableTalk

The TableTalk corpus contains multimodal recordings of free
flowing natural conversations among five participants, recorded
at the Advanced Telecommunication Research Labs in Japan
[33]. To collect as spontaneous data as possible, neither topics
of discussion nor activities were restricted in advance. Three
sessions were recorded over three consecutive days in an infor-
mal setting over coffee, by three female (Australian, Finnish,
and Japanese) and two male (Belgian and British) participants
[34]. The conversations are fully transcribed and segmented for
topic, and also annotated for affective state of participants and
for gesture and postural communicative functions using MU-
MIN [35]. TableTalk has been analyzed in terms of engagement
and laughter [36] and lexical accommodation [37]. Our anal-
yses use transcripts of the entire corpus: about 3h 30, 31523
tokens and 5980 turns. The social signals considered were au-
tomatically extracted from the transcript.

3.2. AMI

The AMI (Augmented Multi-party Interaction) Meeting Cor-
pus is a multimodal data set of 100 hours of meeting record-
ings [38]. The corpus contains role-play and real meetings.
We base our analysis on the scenario based meetings, having
topic annotation. Each meeting has four participants, and the
same subjects meet over four different sessions to discuss a de-
sign project. The sessions correspond to four different project
steps (Project kick-off meeting, Functional Design, Conceptual
Design and Detailed Design). Each participant is given a role
to play (project manager, marketing expert, industrial designer
and user interface designer) and keeps this role until the end
of the scenario. Conversations are all in English among 91 na-
tive speakers and 96 non-native speakers. Transcripts are topic
annotated. All the social signals considered and the temporal
elements were automatically extracted from the transcripts.

3.3. Topic annotation in TableTalk and AMI

Both TableTalk and AMI have topic annotations freely avail-
able. TableTalk topics were annotated manually by two label-
ers at a single level; AMI annotations include top-level or core
topics whose content reflects the main meeting structure, and
subtopics for small digressions inside the core topics. Here we
use the core topic segmentation which is more in line with the
TableTalk annotation.
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Figure 1: At the top: wt and wb segments - [Analysis 1]. At the
bottom: fine grain segmentation of wt and wb - [Analysis 2].

4. Methodology
In order to investigate the relation between the interactional en-
tropy, expressed by the variability of social signals, and topic
changes, we conduct two analyses. With the first analysis we
aim at addressing [RQ1] by understanding whether some sort of
relation exists between interactional entropy and topic changes.
With the second analysis we want to understand the direction-
ality of such relation [RQ2].

4.1. Analysis 1: Topic termination vs topic beginnings

To answer [RQ1], we consider topic terminations and topic be-
ginnings providing an operational model for such intervals.2 We
define a topic change, T , as the point in time in which a topic
starts. Relying on [18], a threshold of fifteen seconds around
topic changes has been chosen as a demarkation point for topic
terminations as beginning, which are defined as follows:

wt: topic termination segments from T -15 seconds and T .

wb: topic beginning segments from T to T+15 seconds.

Gilmartin et al. [18] analyses the probability of laughter in 5
second bins at T minus multiples of 5 seconds (T -5, T -10,
T -15, T -20) in order to study laughter trends near topic ter-
minations. A meaningful threshold emerges (T -15 seconds)
where a change in the laughter trend (number of laughs increas-
ing significantly with respect to T -20) is visible. We use this
to choose a threshold of T -15 seconds and T+15 seconds for
defining wt and wb. Figure 1 depicts this operational segmenta-
tion. We analyze the distribution of social signals among these
segments with non-parametric statistical tests with Bonferroni
correction; a pattern indicates a non-random relationship be-
tween topic change and interactional entropy.

4.2. Analysis 2: Distributions around T

In a second analysis we address [RQ2]. We split the wt and wb
segments into bins of 5 seconds which go from T to T -5, T -
10, T -15 seconds and similarly from T to T+5, T+10, T+15
as shown in Fig 1 (bottom part). We then calculate the aver-
age amount of events per bin, over all the topics per AMI and
TableTalk. Finally, we calculate the lexical volume per bin. We
define lexical volume (LVS) as the amount of lexical contribu-
tions (w) in a segment (S), excluding punctuation.3

2The analyses in this papers are conducted at topics’ shifts. While it
would be interesting to address the relation with turns’ shifts, this is left
to future works.

3No normalization over the length of the segment is necessary, as
we always compare segments with the same duration.

5. Experiments and Results
5.1. Analysis 1: results

Being x̄ the average amount of signals per segment, we ana-
lyze the distribution of x̄ for wt and wb segments. Due to the
non-normality of such distribution a non-parametric test is used
(Wilcoxon Test). We define H0: x̄wb=x̄wt and H1:x̄wb < x̄wt.
The null hypothesis is rejected in favor of H1 in the majority
of the cases with p < 0.001. A general trend emerges in
both TableTalk and AMI: topic terminations, compared to topic
beginnings, show a significantly greater presence of social sig-
nals. In AMI, for each social signal—laughter, overlap, silence,
backchannels—in wt and wb the non-parametric Wilcoxon test
rejects the null hypothesis of wb = wt and wb ≥ wt, and val-
idates the alternative hypothesis of wb < wt, p < 0.001∗∗∗.
In TableTalk the same applies to laughter, overlaps, and lexical
backchannels, but not silences. This pattern indicates a non-
random relationship between topic change and interactional en-
tropy [RQ1].

5.2. Analysis 2: results

From the preceding analysis a constant higher frequency of so-
cial signals in topic terminations rather than in topic beginnings
emerges. However this result does not provide an answer to
the causality effect, opening two possible scenarios: 1) the de-
crease of interaction is the cause of the topic change; 2) the topic
change is the cause of the decrease in interaction. In order to an-
swer this question, we examine more closely topic terminations
and beginnings. As mentioned in Sec. 4, we divide wt and wb
segments into bins of 5 seconds which go from T to T -5, T -10,
T -15 seconds and similarly from T to T+5, T+10, T+15. We
calculate the average number of events per bin, over all the top-
ics per AMI and TableTalk. Fig 2a to Fig. 2d show the mean
frequencies of signals from T -15 to T and T to T+15, in bin
of 5 seconds for AMI. Fig 3a to Fig 3d refer to TableTalk. The
bars wt15, wt10, wt5 represent the bins before a topic change
(light grey), the bars wb15, wb10, wb5 represent the bins af-
ter a topic change (dark grey). The stars indicate significance
difference in the distributions. With the exception of silences,
a trend emerges: a drop in the frequency of events occurs ex-
actly after the topic change. This is also confirmed by a series
of statistical tests aimed at testing the differences in the distri-
butions among consecutive windows. Once again the test ap-
plied is a non-parametric test (Wilcoxon, two tailed) due to the
non-normal nature of the distribution. A significant drop in the
frequency of signals is visible between wt5 and wb5 (signaled
by the stars in the Figures), but not, generally, between the other
bins. In the light of these results, it is reasonable to suppose that
in the datasets examined, the decrease of social interaction, sig-
naled by a decrease of social signals, is a consequence of topic
change, as it happens immediately after the topic change [RQ2].

5.3. Lexical volume distribution around T

Finally, we investigate the lexical volume of between wt and wb
events. If the beginning of a topic shows a lower social inter-
action, two hypotheses emerge: wb are characterized by greater
speaker contribution of lexical content, or a greater number of
silences (the latter could indicate a higher cognitive activity, ad-
ditional to speech production). The second hypothesis can be
rejected reflecting on the experiments in the previous section,
as it is not found that wb segments have a significant higher
number of silences than wt segments (the opposite is found in
AMI). On the other hand, in order to explore the first hypoth-
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(d) AMI: Backchannels distri-
bution

Figure 2: AMI distributions around topic changes.
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(d) TableTalk: Backchannels
distribution

Figure 3: TableTalk distributions around topic changes.

esis, we examine the distribution of lexical volume in wb5 and
wt5 segments.4 Fig. 4a and Fig. 4b show respectively the dis-
tribution of lexical volumes per AMI and TableTalk. In both
cases, wb segments show significantly higher lexical volume
than wt segments, as confirmed by T-student test, with H0:
LVwb5 = LVwt5 , and H1: LVwb5 > LVwt5. The null hy-
pothesis is rejected in favor of H1, p < 0.001.

We investigate whether the higher lexical content in wb can
be justified by a greater number of speakers. Interestingly, wb
segments show a consistently lower number of speakers where
compared with wt segments (T-test, p < 0.001). The average
number of speakers in wb is 1.9 (sd=0.5) vs wt 2.25 (sd=0.7) in
AMI. Similarly in TableTalk the average number of speakers in
wb is 1.6 (sd=0.8) vs wt 2.3 (sd=0.9).

4Experiments conducted on wb15 and wt15 lead to the same result.
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Figure 4: Lexical Volume in wb5 and wt5 - y axis distribution
of LV

6. Discussion and Conclusions
We have analyzed the dynamics of five signals belonging to the
social sphere around topic change moments in dialogue. Al-
though not exhaustive, these social signals could represent the
general level of social activity in the conversation, interactional
entropy. We noticed that the beginnings of new topics show a
lower presence of social activity, fewer speakers, but a greater
amount of lexical content. In contrast, topic terminations show
higher social activity and lower lexical volume. This is consis-
tent with our view of this as a form of interactional entropy. We
found that both in AMI and TableTalk there is a drop of interac-
tional entropy when a new topic begins. One could interpret this
as a social order introduced by the new topic: from a situation of
high social interaction, with a higher number of overlaps, feed-
back, laughter, the new topic brings to a monological situation,
in which one speaker takes the floor, reducing the interactivity
among the participants. On this interpretation, one might un-
derstand the discourse function of diminished social signaling
to be one of acknowledgment that a new topic has gained the
floor, even if the topic is not “owned” by a single speaker in
control of the floor, but a number of dialogue participants—this
is the mult-party interactional equivalent of a hush coming over
a group as a performance or oration commences. It remains
to show that such an effect, diminishing interactional entropy
at the start of a new topic, is discernible across various levels
of topic-end interactional entropy, as such levels might differ
in relation to communities of practice, familiarity among group
participants, emotive qualities of topic, and so on.

Although limited to the datasets considered, a pattern has,
therefore, been found between the fluctuation of social inter-
action (amount of social signals) and discourse phenomena
such topic changes [RQ1]. In addition, we have noticed how
topic changes are the cause of the drop of interactional entropy
[RQ2]. Understanding such dynamics may contribute to social
aware technologies able to engage in conversations following
social rules of spontaneous conversations. Future work will be
devoted to deeper explorations of this relationship on additional
multimodal corpora, and exploiting this information on the so-
cial dynamics affordances of artificial conversational agents.
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