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Abstract

This paper presents a model for producing real time air quality forecasts with both high accuracy and high computational efficiency. Temporal variations in nitrogen dioxide (NO2) levels and historical correlations between meteorology and NO2 levels are used to estimate air quality 48 h in advance. Non-parametric kernel regression is used to produce linearized factors describing variations in concentrations with wind speed and direction and, furthermore, to produce seasonal and diurnal factors. The basis for the model is a multiple linear regression which uses these factors together with meteorological parameters and persistence as predictors. The model was calibrated at three urban sites and one rural site and the final fitted model achieved $R$ values of between 0.62 and 0.79 for hourly forecasts and between 0.67 and 0.84 for daily maximum forecasts. Model validation using four model evaluation parameters, an index of agreement (IA), the correlation coefficient ($R$), the fraction of values within a factor of 2 (FAC2) and the fractional bias (FB), yielded good results. The IA for 24 hr forecasts of hourly NO2 was between 0.77 and 0.90 at urban sites and 0.74 at the rural site, while for daily maximum forecasts it was between 0.89 and 0.94 for urban sites and 0.78 for the rural site. $R$ values of up to 0.79 and 0.81 and FAC2 values of 0.84 and 0.96 were observed for hourly and daily maximum predictions, respectively. The model requires only simple input data and very low computational resources. It found to be an accurate and efficient means of producing real time air quality forecasts.
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1. Introduction

Air quality forecasts are required in the European Air Quality Directive in instances where concentrations exceed or are expected to exceed alert and information thresholds (EEA, 2011). Such models need to be capable of being run routinely with minimum resource requirements. Routine air quality forecasts are of high importance from a public health, air quality management and scientific perspective. Densely populated areas and urban locations benefit significantly from air quality forecasting as population warnings and emergency control measures can be implemented in advance of pollution episodes. These forecasts should necessarily be available 24–48 h in advance of the episode. Nitrogen dioxide (NO2) is one of the main pollutants of concern (Environmental Protection Agency, 2012) and varies temporally and spatially with anthropogenic emissions and meteorological conditions (Jensen, 1998). Emissions due to transport or fossil fuel combustion depend on human activity but their effects on concentrations at a particular receptor are also influenced by meteorology and the nature of the receptor. The current study is concerned with producing 24 and 48 h forecasts of hourly and daily maximum NO2 at rural and urban sites.
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Statistical modelling has been found by many countries to offer a viable and attractive alternative to large scale deterministic models when developing operational air quality modelling capabilities (e.g., Lissens et al., 2000; Chaloulakou et al., 2003; Cobourn, 2007). Like deterministic models, statistical models tend to be comprised of different smaller models. A major advantage of statistical models is that they can be developed from first principles specific to the area of interest, removing reliance on third party model suppliers. Zhang et al. (2012) in their recent review of real time air quality forecasting systems note that while statistical approaches generally require a large quantity of historical measured data under a variety of conditions, they often have higher accuracy when compared to deterministic models.

This study presents an elegant model which requires minimal computing facilities for the prediction NO₂ concentrations out to 48 h. The model is created by combining a time series model (parametric and non-parametric), a nonparametric kernel regression model and a multiple linear regression model. Emission sources are represented by temporal concentration profiles produced by the nonparametric kernel regression model, removing any requirement for an emissions inventory.

2. Methodology

2.1. Calculation

The basis for the air quality prediction is a multiple linear regression (MLR) which uses as inputs:

- Linear factors generated from a non-parametric kernel regression model
- Forecast meteorological parameters.

The method builds on previous research by the authors which applied a two dimensional non-parametric kernel regression technique to quantify the effects of wind direction and speed on background NO₂ concentrations (Donnelly et al., 2011, 2012). In parametric regression, sample data are used to estimate the values of the regression coefficients. Such regression is linear if the response variable is assumed to be a linear function of the regression coefficients. Previous work by the authors found that the variation in NO₂ concentration levels with wind speed and direction was nonlinear but was well described using non-parametric kernel regression methods. Nonparametric regression relaxes the functional form assumed in parametric regression, the object being to estimate the regression function directly, rather than to estimate parameters (Donnelly et al., 2011). A further distinguishing feature of nonparametric regression is “the nonexistence of an inclination to reduce the number of parameters in the equation” (Takaszawa, 2005).

The model development, calibration and validation is described in the following section and it is helpful to read this in conjunction with Fig. 1. The general form of the model is:

\[ C = b_0 + \sum_{i=1}^{9} b_i x_i + \sum_{i=1}^{9} d_i y_i + \varepsilon \]

where \( C \) is the response variable (NO₂ concentration), \( b_0 \) is the regression constant, the \( x_i \) are the meteorological predictor variables with coefficients \( b_i \) and the \( y_i \) are the predictor variables output from the non-parametric and time series models with coefficients \( d_i \), \( \varepsilon \) is the stochastic error associated with the regression. A least squares technique was used to determine the coefficients for each of the following predictor variables:

- \( y_i \) - Factors developed for each site
  - The wind speed, wind direction factor as output from the nonparametric regression (WSWDY)
  - Non-parametric seasonal factor (SY)
  - Non-parametric diurnal factor (DY)
  - Time series forecast factor (TSY)
  - Hourly temperature, Sunshine, Relative humidity, Atmospheric pressure, Stability class
  - Hourly NO₂ concentration at 24 or 48 h lags (NO₂h-24, NO₂h-48)
  - Daily average NO₂ concentration at 24 or 48 h lags (NO₂d-24, NO₂d-48)
  - Daily maximum NO₂ concentration at 24 or 48 h lags (NO₂max-24, NO₂max-48)
  - Daily average O₃ concentration at 24 or 48 h lags (O₃d-24, O₃d-48)
  - Daily minimum O₃ concentration at 24 or 48 h lags (O₃min-24, O₃min-48)

WSWDY was developed using non-parametric kernel regression (as described in Yu et al., 2004; Donnelly et al., 2011) and is calculated as follows:

\[ WSWDY = \frac{\hat{C}(\vartheta, u, h, \gamma)}{C} \]

Where \( \hat{C} \) is the average concentration for the entire time series and \( C(\vartheta, u, h, \gamma) \) is the average concentration of a pollutant for a given wind direction/speed pair \( (\vartheta, u) \) calculated as a weighted average of the data in a window of width defined by smoothing parameters \( h \) and \( \gamma \) using kernel weighted function:

\[ K(\vartheta, u, h, \gamma) = K_1(\vartheta, h)K_2(u, \gamma) \]

around \( (\vartheta, u) \) and defined as follows:

\[ \hat{C}(\vartheta, u, h, \gamma) = \frac{\sum_{i=1}^{N} K_1 \left( \frac{(\vartheta - \bar{\vartheta})}{h} \right) K_2 \left( \frac{(u - \bar{u})}{\gamma} \right) C_i}{\sum_{i=1}^{N} K_1 \left( \frac{(\vartheta - \bar{\vartheta})}{h} \right) K_2 \left( \frac{(u - \bar{u})}{\gamma} \right)} \]

where \( C_i, \vartheta, W, \) and \( U \) are the observed concentration of a particular pollutant, resultant wind direction and speed for the \( i \)th observation in a time period starting at time \( t_i \). For circular data such as wind direction the Gaussian kernel \((K)\) is the preferred method used to weight the observations (Henry et al. 2002) and is defined as follows:

\[ K_{1}(x) = (2\pi)^{-1/2} \exp\left(-0.5x^2\right) \quad -\infty < x < \infty \]

The Epanechnikov kernel is used for wind speed as it is the simplest bounded kernel (Yu et al. 2004):
$K_2(x) = 0.75\left(1 - x^2\right)$ for $-1 \leq x \leq 1$ and $K_2(x) = 0$ otherwise

As discussed in Silverman (1986) a bandwidth of $0.99n^{-1/5}$ was employed, where $\sigma$ is the standard deviation of the predictor variable data (wind speed or direction) and $n$ is the number of data points.

Time series analysis was performed on the raw data from each site to produce $S_T$. A seasonal multiplicative model was constructed as follows. Firstly a trend line was fitted to the data using least squares regression (the response is hourly concentration ($\text{NO}_x$) and the predictor will be the observation number ($t$)). The resulting equation is:

$$\text{NO}_x = a + b \times t$$

where $a$ is the concentration at $t = 0$ and $b$ is the trend in the data. The raw data are de-trended by dividing out the trend component as predicted from the above equation. The de-trended data are then smoothed using a centred moving average with length equal to the seasonal cycle (8760 h). The median raw seasonal concentration is found within each seasonal period. This produces seasonal indices which are used to seasonally adjust each year's data. Using the trend and the seasonal components forecasts are made. In this case a full year of forecasts is made (8760) for the validation year.

$S_T$ is derived using the non-parametric technique described above. This is a circular regression, i.e. the concentration in month 12 influences the concentration in month 1. The normalised seasonal factors $\left(C(a, h) / \overline{C}\right)$ are obtained after de-trending. Final $S_T$ are obtained by scaling up these normalised factors and applying the relevant long term trend.

$$S_T = a + \frac{\overline{C}}{C} \times b \times t$$

where $a$, $b$ and $t$ are as before, $\overline{C}$ is the average concentration for the input data used in model development and $C(a, h)$ is the average concentrations of a pollutant for a given day of the year ($a$) calculated as a weighted average of the data in a window (of width defined by smoothing parameter $h$) using weighted Gaussian kernel function $K(h(a, b))$ around ($a$) and defined as follows:
\[ \bar{C}(\varphi, h, t) = \frac{\sum_{i=1}^{N} K_i \left( \frac{h_i - S_i}{h} \right) C_i}{\sum_{i=1}^{N} K_i} \]

where \( C_i \) are de-trended concentrations, \( S_i \) is the day of the year for the \( i \)th observation in a time period starting at time \( t \). The bandwidth is calculated based on the number of days in a year.

In developing the \( S_i \) the data are first subdivided into four categories distinguishing between winter and summer, and between weekdays and weekends. The resulting factors are developed in exactly the same way as \( S_i \) but in this instance hours are used in replacement of days (i.e., \( S_i \) is replaced by \( H_i \) where \( H_i \) is the hour of the day).

### 2.2. Model performance evaluation

Model performance evaluation is an area of much discussion and standard evaluation procedures still do not exist. Various statistical performance measures do have differing strengths and weaknesses and therefore in this study, as discussed in Willmott (1982) a number of methods have been applied to compare modelled and monitored data: \( R \) (correlation coefficient), IA (Index of Agreement), the fraction of predictions within a factor of two of observations (FAC2) and the fractional bias (FB). Since the bias in a multiple linear regression model will always be zero this parameter has only been assessed for the validation data.

\[ R = \frac{(C_o - C_o)(C_p - C_p)}{\sigma_C \sigma_p} \]

\[ IA = \frac{(C_p - C_o)^2}{((C_p - C_o) + (C_o - C_o))^2} \]

\[ FAC2 = \text{fraction of data that satisfy} \quad 0.5 \leq \frac{C_p}{C_o} \leq 2 \]

\[ FB = \frac{(C_o - C_p)}{0.5(C_o + C_p)} \]

where, \( C_o \) are the model predictions, \( C_o \) are the observations, \( C \) is the average over the observed data set, \( \sigma_C \) and \( \sigma_p \) are the standard deviations of the observed and predicted data sets, respectively. The reader is referred to the following studies where some of these techniques were employed to assess air quality model performance (Elbir, 2003; Karpinnen et al., 2000; Goldhale and Roshmande (2008; Voukantakis et al., 2011).

This study presents two distinct applications of model evaluation. The first is model calibration whereby the model is developed using historical data. This is an iterative process which uses the VIF together with graphical techniques and normality assessment to reach the final model. This final model is then assessed using model performance methods. The second application is model validation whereby the calibrated model is used to produce a set of independent concentrations which are then compared with measured values.

### 3. Data

EU legislation requires that member states divide their territory into zones for the assessment and management of air quality (O’Dwyer, 2012). In 2012 in Ireland these are Dublin City (Zone A), Cork City (Zone B), large towns (populations over 15,000) (Zone C) and rural areas (Zone D). The model described in this paper has been developed for four sites as shown in Fig. 2, three in the Dublin zone and one in the rural zone. The data used in the research have been collected by the Irish Environmental Protection Agency (EPA) who are responsible for maintaining the air quality monitoring network in Ireland.

Winetavern Street is located in Dublin city centre and is classified as an urban centre site. Rathmines is classified as an urban background site and located in a residential and commercial area to the south of the city centre. Dun Laoghaire located further south of Dublin city centre in a residential area and is a suburban background site. The main emissions sources at each of these sites are commercial/residential combustion and traffic emissions. The final site, Kilkist is a rural background site. This site is remotely located in an agricultural region with no major local emission sources. NO\(_2\) is monitored and recorded at hourly resolution on each site using chemiluminescence samplers (as recommended for demonstration of compliance with EU limit values (CEU, 2008)). NO\(_2\) is indirectly measured by reducing to NO by means of a molybdenum converter. The instrument has a range of 0–20,000 ppb and a lower detection limit of 0.4 ppb with a precision of 0.5% of the reading. Average concentrations at all sites are well within an appropriate range for the instrument used.

In this paper the model is developed and calibrated using monitoring data from 2007 to 2011 (inclusive) hereby referred to as calibration data. In order to test the model, data from the most recent year were not used in model development and are hereby referred to as validation data. The calibrated model was used to predict concentrations at each site for a week from each season at all of the sites (chosen using stratified random sampling) as follows:

- 14/03/2012 – 21/03/2012
- 15/07/2012 – 22/07/2012
- 08/10/2012 – 15/10/2012
- 19/12/2012 – 26/12/2012.

Fig. 3 shows the long run mean NO\(_2\) concentrations recorded at each site and indicates the data used for calibration and that used for validation.

### 4. Results

#### 4.1. Wind speed/direction factor

Figs. 4–7 show WS\(_{WD}\) as produced by the non-parametric regression model for each season and site. At the three urban sites the highest WS\(_{WD}\) is predicted for low wind speeds. At both Winetavern Street and Rathmines there is a peak for all wind in a north-eastern/easterly direction. At both Winetavern Street and Dun Laoghaire a further peak is observed for north-west-easterly winds. All of these peaks correspond with the local road network in each area indicating that traffic emissions are the main contributors to NO\(_2\) concentrations. WS\(_{WD}\) shows more absolute variation at the rural site than at the urban site. Highest concentrations are observed for moderate wind speeds in both seasons which is thought to be due to the absence of any major sources in the locality and the requirement for moderate winds to transport emissions from a road located over 12 km from the site.

#### 4.2. Seasonal variations

Fig. 8 shows \( S_i \) for each site as output from the non-parametric seasonal model. The degree of seasonal variation appears to be
Fig. 2. Monitoring site locations.

Fig. 3. Yearly evolution of NO$_2$ at each site.

... inversely related to the anthropogenic influence at the site. I.e., the most urbanised site (Winetavern Street) displays the lowest relative seasonal variation, while the most rural site (Kilkiit) displays the highest relative seasonal variation. Winetavern Street is located in the urban centre of Dublin where traffic volumes remain high all year round. Anthropogenic emissions appear to be the controlling factor on concentrations at this site and while seasonal meteorological factors serve to decrease concentrations slightly during summer months through better dispersion conditions the effect is minor compared to that at more rural sites. At Kilkiit, there is little anthropogenic influence in the locality and concentrations in January are approximately double those in July. The seasonal effect is slightly less pronounced at Rathmines and Dun Laoghaire due to an increased year-round anthropogenic influence.

4.3. Diurnal variations

Fig. 9 shows $D_t$ at each site as output from the non-parametric diurnal time series model. NO$_2$ concentrations at Rathmines and...
Fig. 4. WSWD$_f$ at Winstavern Street winter/summer.

Fig. 5. WSWD$_f$ at Rathmines winter/summer.

Fig. 6. WSWD$_f$ at Dun Laoghaire winter/summer.

Fig. 7. WSWD$_f$ at Killkiss winter/summer.
Dun Laoghaire follow a similar diurnal pattern during winter months. Concentrations are lowest at 8am on weekdays and at 6am on weekends. During the week there is a sharp increase due to rush hour traffic emissions. Peak concentrations at Dun Laoghaire tend to lag those of the urban centre sites by approximately 1 h due to its suburban location, lower peak traffic volumes and subsequent transport of emissions from city centre locations under certain wind conditions.

The morning peak at Winetavern Street is more prolonged than at the other urban sites. There is also less of an afternoon trough due to continuously high traffic volumes in the area during the day. The superposition of the rush hour peak on already elevated concentrations arising due to surrounding and outlying roads thus creates higher overall concentrations but less extreme variation.

There is less variation at Kilkitt than at the urban sites due to the lack of anthropogenic sources in the area. Weekends in both seasons exhibit a gradual increase towards a peak which occurs later in summer months than in winter months. Weekdays show a morning increase followed by a levelling off in the afternoon (due to improved mixing conditions) with a further evening peak (occurring earlier in winter months than summer months due to poorer mixing conditions and an earlier sunset). Other studies have illustrated similar diurnal patterns in NO$_2$ levels at both urban and rural sites (e.g., Martin and Barber, 1981; Mazzeto et al., 2005) while studies at lower latitudes showed less seasonal change in diurnal variation due to a more consistent day length (e.g., Mavroidis and Illa, 2012).

4.4. Multiple linear regression

A stepwise process was used to isolate the significant explanatory variables in the MLR. At each site the predictor variables were examined for co-linearity and for inclusion in the final model. Multicolinearity increases the standard errors of the coefficients which means that coefficients for some independent variables may be erroneously found significant. The variance inflation factor (VIF) was used to assess how much the variance of an estimated regression coefficient increases if predictors are correlated; it is equal to 1 if no factors are correlated. Variables with high VIF were removed from the model in a stepwise manner ensuring that each variable removed is redundant in the explanation of NO$_2$ concentration. Definition of the final model also relied on knowledge of the directions of influence for particular parameters and graphical techniques.

In each case WSWD$_3$, $D_j$, $S_j$ were significant variables. In general it was found that T$_{factor}$ should not be included in the model when $S_j$ and $D_j$ are used and the use of the latter was found to be preferable. WSWD$_3$ was a key explanatory variable at all sites and clear peaks and troughs for certain wind speed and direction pairs could be associated with emissions in the area. The coefficient is of similar magnitude at both Rathmines and Winetavern Street. It is lower at Kilkitt as WSWD$_3$ itself had a higher relative variation here due to its location distant from any anthropogenic sources. The $D_j$ coefficient is of similar magnitude at each site as WSWD$_3$. When anthropogenic sources dominate, $S_j$ does not carry a high regression coefficient, emphasised by the most urban site (Winetavern Street) having the lowest coefficient. $S_j$ has a high coefficient at Kilkitt, most likely due to the natural influences on concentrations at the...
Table 1
Model evaluation parameters for hourly and daily maximum predictions (calibration data).

<table>
<thead>
<tr>
<th></th>
<th>Winetavern</th>
<th>Rathmines</th>
<th>Dun Laoghaire</th>
<th>Kilkitt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>24 h</td>
<td>48 h</td>
<td>24 h</td>
<td>48 h</td>
</tr>
<tr>
<td>Hourly</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R (adj)</td>
<td>0.76</td>
<td>0.73</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>IA</td>
<td>0.84</td>
<td>0.83</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td>FAC2</td>
<td>0.81</td>
<td>0.79</td>
<td>0.81</td>
<td>0.79</td>
</tr>
<tr>
<td>Daily maximum</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R (adj)</td>
<td>0.76</td>
<td>0.71</td>
<td>0.84</td>
<td>0.83</td>
</tr>
<tr>
<td>IA</td>
<td>0.84</td>
<td>0.81</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td>FAC2</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
</tbody>
</table>

![Fig. 10. Modelled vs measured hourly NO2 at: Top-Winetavern Street/Rathmines, Bottom-Dun Laoghaire/Kilkitt.](image)

rural site and the lower degree of explanation provided by the other model parameters.

NO2h-24 and O3d-24 were significant at all sites and since anthropogenic activity is less likely to influence concentrations at the rural site NO2h-24 was found to carry the highest relative coefficient here. The previous day’s ozone concentrations were negatively correlated with hourly NO2 concentrations at the rural site as, in the absence of local anthropogenic (and VOC) emissions, meteorological conditions tend to control the relationship between NO2 and ozone. The conditions that lead to low ozone levels tend to result in higher NO2 levels and this tends to persist from one day to the next. Other studies have frequently shown a negative correlation between NO2 and Ozone (e.g. (Abdul-Wahab et al. 2005)). At urban sites weak (positive) correlations were observed between NO2 and ozone. The presence of VOCs can lead to the formation of additional ozone and as a result concurrent high concentrations of NO2 and ozone can be found at sites where VOCs are also emitted. In contrast the rural site has very low VOC levels.

Stability class was significant at all sites. Relative humidity was insignificant at both Rathmines and Winetavern Street and had low importance at Dun Laoghaire and Kilkitt. Air pressure has a similar low importance at Rathmines and Winetavern Street and was insignificant at Dun Laoghaire but was significant at Kilkitt. This latter positive correlation is most likely due to warming sinking air associated with high pressure regions that can create upper layer inversions, light surface winds and low cloud cover. Temperature has a weak negative correlation at Winetavern Street and Kilkitt but was co-linear with S4 and not a useful addition to the model. Sunshine is an important parameter at Dun Laoghaire (attributed to the coastal location of this site) but was insignificant at Winetavern and Kilkitt and of low importance at Rathmines.

4.5. Model calibration

In this section the model coefficients described above are used to produce modelled values which are compared to measured data using model performance methods. Table 1 presents the model fitting parameters of the final fitted models for hourly and daily maximum concentrations. The highest explanation of total variation is achieved at Rathmines. This site also has the lowest relative error. The lowest amount of variation is explained at the rural site (Kilkitt).

IA is high at all sites, reaching a value of 0.88 at Rathmines for 24 h predictions and 0.87 for 48 h predictions. Highest R values are observed at the two urban sites (0.76–0.79 for 24 h forecasts). At the suburban and rural sites this is slightly lower (0.69 and 0.62,
Fig. 11. Modelled vs measured daily maximum NO2 at: Top-Winetavern Street/Rathmines, Bottn-Dun Laoghaire/Kilkitt.

respectively). FAC2 is highest at the two urban sites, varying between 0.79 and 0.81. It is slightly lower at the suburban site (between 0.60 and 0.61). At the rural site it is 0.55 for 24 h predictions and 0.52 for 48 h predictions.

Fig. 10 shows hourly modelled concentrations versus measured concentrations at the four sites. At the three urban sites low to moderate concentrations are well predicted. In general there is some under prediction of high pollution events. Predictions are poorest at the rural site due to the very low concentrations and, furthermore, the lower influence of anthropogenic factors means that there is less consistency in the variations.

To capture the peak concentrations observed on a daily basis, the daily maximum NO2 concentration was used as the predictor variable (Fig. 11). R values are higher at urban and suburban sites between 0.76 and 0.84 for 24 h predictions and between 0.71 and 0.83 for 48 h predictions. The index of agreement is high across all sites (up to 0.90 at urban sites and 0.77 at rural sites). FAC2 is very high at urban sites (up to 0.97) and significantly higher for this model at the rural site than the hourly model (0.71). These results indicate that the daily maximum predictions are a useful means of supplementing hourly predictions by capturing much of the upper variability.

4.6. Model validation

In contrast to the previous section, this section considers data that were not used in the model calibration or development process. The model was used to predict concentrations for 4 weeks at each site. These modelled concentrations are compared with measured values for the same time period. Table 2 shows the statistical parameters for the test data at each site for both 24 and 48 h hourly predictions and for daily maximum predictions. The FB indicates low bias for each of the time periods as expected as the MLR itself produces a model bias of zero. FAC2 is sensitive to the magnitude of the data. It produces lower values at Kilkitt as concentrations are of magnitudes of a few ppb. At Winetavern Street where concentrations are highest, the FAC2 shows that 82% of the data satisfy the criteria for hourly values and 94% for daily maximum values. IA is the most robust test for model fit. Modelled results for Rathmines and Winetavern Street both have an IA of 0.90 for 24 h hourly predictions and 0.90 and 0.94, respectively for daily maximum predictions. The value is still high at Dun Laoghaire and Kilkitt (0.77 and 0.75, respectively for hourly values and 0.89 and 0.78 for daily maximum values) and but the overall model fit is thought to be lower due to the lower anthropogenic influence at

<table>
<thead>
<tr>
<th></th>
<th>Winetavern Street</th>
<th>Rathmines</th>
<th>Dun Laoghaire</th>
<th>Kilkitt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>24 h</td>
<td>48 h</td>
<td>24 h</td>
<td>48 h</td>
</tr>
<tr>
<td>Hourly</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB</td>
<td>-0.14</td>
<td>-0.04</td>
<td>-0.19</td>
<td>-0.21</td>
</tr>
<tr>
<td>R (adj)</td>
<td>0.95</td>
<td>0.71</td>
<td>0.80</td>
<td>0.81</td>
</tr>
<tr>
<td>FAC2</td>
<td>0.82</td>
<td>0.86</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td>IA</td>
<td>0.90</td>
<td>0.79</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>Daily maximum</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB</td>
<td>-0.13</td>
<td>-0.16</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>R (adj)</td>
<td>0.92</td>
<td>0.89</td>
<td>0.84</td>
<td>0.83</td>
</tr>
<tr>
<td>FAC2</td>
<td>0.94</td>
<td>0.88</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>IA</td>
<td>0.94</td>
<td>0.92</td>
<td>0.90</td>
<td>0.90</td>
</tr>
</tbody>
</table>
these sites (less routine predictability).

Figs. 12–15 show the modelled versus monitored hourly and daily maximum NO₂ concentrations for the four test weeks at Winetavern Street, Rathmines, Dun Laoghaire and Kilcullin. Each graph contains data for one week in spring, summer, autumn and winter.

At Dun Laoghaire the hourly model predicts the general increase in concentrations in spring but does not capture all of the short
Fig. 14. $\text{NO}_2$ concentrations for validation data at Dun Laoghaire hourly forecasts (top) and daily maximum forecasts (bottom).

term peaks and troughs on the 14th and 15th of March. The daily maximum model predicts these peaks with better accuracy. Both models predict the decrease towards the end of the week well. Overall predictions at Rathmines for this week are good (both the hourly and daily maximum models) with minimal smoothing of peaks and troughs. A similar result is observed at Winetavern Street where the hourly model captures the general downward trend in concentration levels over the course of the week. The daily maximum model performs particularly well with one over prediction on the 16th of March. Concentrations at Kilkitt are low for

Fig. 15. $\text{NO}_2$ concentrations for validation data at Kilkitt hourly forecasts (top) and daily maximum forecasts (bottom).
this week and the hourly model predicts the mean concentration well whilst the daily maximum model provides an improvement on peak predictions.

During the summer and autumn weeks, the models perform particularly well at Rathmines and Winetavern Street. The hourly model captures short term fluctuations and the daily maximum model predicts most of the peak values which occur. The hourly model predicts the general increase in concentration levels at Dun Laoghaire well but misses some short term peaks towards the end of the first week. These are still under predicted by the daily maximum model but there is a significant improvement. Concentrations at Kilkitt for the first week were very low and the model predicts this well. It misses some peaks which are better captured by the daily maximum model. Concentrations are higher in the autumn test week and both models indicate this but due to the relatively small scale fluctuations which are involved neither are able to capture all variations.

The week in winter is well predicted by the model at all sites. There is some slight over prediction of maximum concentrations at Rathmines and Winetavern Street. The model performs well in predicting an unusually high peak at Kilkitt but is slightly out of phase with measurements. There is subsequently some over prediction as concentrations decrease. The utilisation of persistence within the model means that it can be slow to respond to sudden changes in concentration.

5. Discussion

This combined parametric and non-parametric modelling technique has been found to perform well in predicting both hourly NO2 concentrations and daily maximum NO2 concentrations out to 48 h. The hourly model predicts general concentration variation well at hourly resolution, indicated by high IA values. On occasion it can miss peak events (highlighted by reduced R values). While the hourly model tends to over smooth the data, the daily maximum model compliments it by capturing high concentration events while not impacting on average concentration predictions. This model achieves a high IA and FAC2 value. Combining these two models allows peak concentrations to be forecast and the short term variability in concentration levels to be predicted.

The model was found to perform better at the urban sites than at the rural site. There are a number of reasons for this. Firstly, concentrations at the rural site are very low, which means that the monitoring instrument is often not sufficiently precise to measure near zero concentrations. As a result these values are estimated to be equal to zero or the nearest 0.01 µg/m³, which leads to an unnatural distribution within the data. Therefore, while the modelled data follow the measured data reasonably closely, the statistical tests do not account for this lack in precision and indicate poorer results. Secondly, rural sites are less impacted by local anthropogenic activities which tend to be repetitive and cyclical (e.g. rush hour traffic). Since emissions travel a greater distance prior to reaching the rural monitoring site, there is more opportunity for dispersion and transformation of pollutants. While this results in lower NO2 concentrations, it also leads to more variability in concentration levels (albeit at much lower total concentrations).

This model has a number of advantages over singular time series forecasting or the application of any of the individual methods in isolation. Use of a time series model alone would be unlikely to account for high or low events caused by external factors such as wind speed/direction or atmospheric stability, due to the smoothing effect resulting from the computation of seasonal indices. However, the ability of such models to describe cyclical effects such as transport emissions reduces the need to forecast such emissions directly. This is useful in particular when a detailed, spatially resolved emission inventory is unavailable for the required area (as is the case in Ireland). The presented model requires no emissions data and the influence of emissions is instead extracted from historical monitored data. However, it should be noted that if major changes in the emission source were to occur (such as a sudden increase in road traffic volume), the model would require recalibration.

A typical approach to modelling is often to try a number of different models and select that with the most accurate result. However, the final selected model may not be the most applicable in the future due to changing parameters. Combining different methods (as is done in this paper) reduces this model selection error. It is also the case that relationships between variables are rarely pure linear or nonlinear and this combination of methods uses both linear and non-linear techniques decreasing the impact of the error due to any single assumption. Furthermore, in the event that certain data are not available for a given method (e.g. the meteorological forecast is not received on time), this model can still provide a prediction by making use of the time series forecast and the seasonal and diurnal factors.

This model benefits from simplicity of the input data and requires very low computational resources to run, making it ideally suited to providing fast and reliable real time air quality forecasts.

6. Summary

A model that combines parametric and non-parametric modelling techniques to provide real time hourly forecasts of NO2 has been presented. A large amount of variation in concentration levels at both rural and urban sites is explained by nonlinear relationships between wind speed, wind direction and concentration levels. A non-parametric technique, previously developed by the authors, has been applied to develop linear concentration factors for a given wind speed and direction pair and also to produce seasonal and diurnal factors. The model employs a multiple regression analysis driven by the above factors together with meteorological parameters. Model calibration and validation showed good agreement between measured and modelled data at predictions out to 48 h. The major advantages of this model include its low computational resources, easily available input data and minimisation of assumption based errors. Applied individually each technique is not sufficient to provide useful daily forecasts but the combination of parametric and non-parametric techniques allows a large degree of temporal variation in concentration levels to be explained. The model produces accurate forecasts and has been found to be a useful means of real time air quality forecasting at locations where monitoring data are available.
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