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An investigation into the Accuracy of Wind Forecasts prepared
at Shannon Airport for the Great-Circle route Shaennon-Gander.

Sunmary

The differences between forecast 700 mb. and 500 mb. wind
components on the Great-Circle route from Shanncn to Gander
and the subsequently estimated actual values of these
components have been recorded over a two-year period, and the
distribution of these differences is tabulated. 1t is found
that approximately 92% of all such forecasts were within

12 knots of the corresponding actuals and about 73% were
within 7 knots. The differences in general are found to have
an approximately symmetrical distribution about a mean value
close to zero, but: the distribution is shown to be different
from a simple normal distribution. A compound normal distri-
bution is fitted to the observed values and by this means
diagrams are prepared showing the expected percentage of
forecasts having a given degree of accuracy. The effect on
the accuracy of the forecasts of a lack of recent actual upper-
air charts is also investigated. It is found that during the
Jinter half of the year, forecastis, prepared immediately after
the analysis of new upper-air charts are appreciably more
aceurate than those prepared at other times of the day.

Introduction

Forecast contour charts of the 700 and 500 mb. levels
covering the North Atlantic are made on a routine basis five
times daily by the Meteorological Service at Shannon Airport
for use in connection with Westbound flights from Shannon.
From each of these charts a wind component is measured and
recorded for the Great-Circle track from Shannon to Gander in
addition to any other tracks which may seem reasonable for
Westbound operations, and the value of this component 18
compared later with the corresponding value of the actual
component, estimated by reference to the appropriate aectual
charts. fhis paper consists of an analysis of the frequency-
distribution of the differences vetween the forecast and
actuasl Great-Circle components during the period April 1952 to
March 1954, and an examination of certain genersl problems to
which this investigation gives rise.

In accordance with the practice generally adopted in
gtudies in forecast verification, the difference hetween &
forecast component and the estimated value of the corresponding
actual component will be denoted by the word "error", although
this difference could not properly be spoken of as an error in
the ordinary sense of the word. In particular, because of the
jnevitable uncertainty of the value taken for the actual
component arising from the sparsity of upper-air observations
in the region concerned, the fact that an "errvor" different
from zero is ascribed to any given forecast does not
necessarily imply that the forecast in question was in any way
unsatisfactory.
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2. Nature of the Basic Materisl

The "wind components® used here refer %o the mean
geostrophic wind at fixed time, computed from readings of
the heights of pressure-surfaces at pairs of fixed points
150 nautical miles on either side of the track. This value
may differ from the "component” repoerited by an aircraft, that
is to say, the difference between average groundspeed and
airspeed, for a number of reasons, which include small-scale
variations in gradients, agecstrophic iterms in the actual
wind, and the fact that the sireralt value i8 a time-average
and not a space-averags, Bxperience has shown, however, that
in mogt cases the differsnce betweon expected and actual
flight-time agrees reasonably well with that estimated irom
the appropriate forecast and actual componentis.

For the sake of uniformity attention has been confined to
Great Circle components, and as a result of this, some large
"errors® have been recorded, which would not, in faect, have
heen experienced by any aircralt. ¥or instance, some large
differences between actual and forescast components are
asgociated with a comparatively small error in the ferscest
position of an intense depression close to the Great-fircls
track. In these cases, considerations of both economy and
safety will lead to an actual fliight track being chosen which
runs well north of the low centre, and on this track the
difference will normally be much smaller.

Forecast charts for final planning (which alone are
considered in this paper) are normally issued about three hours
hefore the beginning of the pericd of departures for which they
are intended to be used. The daily schedule is given in
Table 1.

In practice, & contvinuous watch is kept on il incoming
meteorological data including the mctuel winds reporied hourly
by aircraft in flight, as described by Rohen (1952) end when
necegsary amended charvs can be issued or amendments made
available in the form of new forecast winds for parits of
certain tracks. In this paper, only forecasts issued at the
scheduled times have been considered. Tater amendments have
not been taken into account.

The actual components availebls for werifying these
forecasts were those messured daily from the 0300 and 1500
charta. For the 0800, 1300, 1800 and 2200 forecasits, the
actual components were estimated by linear interpolation
between the adjacent wvalues,

Tables 2 to & show the overall distributicn of errors for
the different montha. Brroras are grouped in intervals of
five knots, specified by the mid-~value of the intervals, =o
that, for instance, the column hesded +5 shows the numbar of
errors with wvalues from +3 to <7 inclusive, The positive
gign is usged to indicate cases where the forecast westerly ox
headwind component was greater then the mctuwal wvalue, that is,
where the forecast was pessimistic for Westboundoperations.
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The last row in emch table shows the expected
frequencies calculated from the appropriate normal distribution.
Tt will be seen that the fit is reasonably close in scme
respects, but not entirely satisfactory. This point 1s
discussed further in Section 4.

The combined %totals of the columns headed +5, 0 and -5
in Tables 2 to 5 give the number of forecast components vhich
were within seven knots of the correaponding sctual values,
and if the columns hecded +10 and ~10 are added, the number of
forecagsts within 12 kis. of the actual is obtained. These
data are given in the form of percentages of the tutal number
of forecasts in Table 6. From thig table it may be seen that
on the whole about 92% of all forecasts were within 12 knots
of the corresponding asctual values, aud aboul T%% ware within
7 knots, but that the corresponding percentages are noticeably
higher at 700 mb. in the Summer half of the year and lower at
500 mb. in ¥Winter.

The actual distribution of errors is summarized in

figure 1, in which the total frequencies from Tables 2 to 5
are expressed as percentages of the toital number of forecasis.

Persistence, and its effect on the reliambility of the statistics

An examination of the distributions shown in Tables 2 to 5
suggests that there is little to be gained by subdividing the
data beyond a division into Summer and Winter for each level.
We have, therefore, four wore or less uniform samples of a
little over 1800 values each. These samples, however, will
necessarily be much less effective for estimating paremeters of
the distributions than would samples of 1800 independent values.
Successive values of the forecast component are, in effect, a
succession of instantaneocus wvalues of a more or less continuous
variable. The continuity arises from the almost continuous
inflow of relevant information, and is maintained, even when
there 1s a change of forecaster, by the practice of internal
briefing at the change-over. This resulis in & noticeable
positive correlation beiween successive valuss, both of ithe
forscast component and of the error; eand in copseguence ihe
gsampling variance of any statistic calculeied from samples of
guccessive values of the error is lisbls to be greater than
would the corresponding sampling variance for a sample of the
same size selected at random.

In the case of the mean, the mamner in which this
relationship between successive errors increases the sampling
veriance is quite simple. In a sample of N consecutive
grrors denoted by:-

x' x& » % 508 gua %i’n--nbuunnl Xn

in which the correlation coefficient between ¥; and X , is

T; , and the standard deviation is ¢, the sampling va iance
of the sum will be

G-‘E“,.,. g(n.g)?;‘ < %(H-&%?g S TV O A o na}
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If the series of correlabtion coefficients is convergent, then
the series within the square brackets will tond to some finite
limit, say, 48 for large " and so, for a large sample ths
sampling variance of the mean will be asymptotic to eten .

In this respect, therefore, a large sample of W
successive values is eguivalent to a sample of &% values
selected at random, where £ i3 a proper fraction which may be
regarded as expressing the efficiency of the sample. Por the
two-term autoregressive aeriea considered by Yule (1927) £ will
have the value e L)1 Y 1 ot @ wlr)
where @ and Jr are the flrs% and second regression
cosfficients.

In the present case, it ig poesible to gain some inform-
ation concerning the sample eificilency M by sxamining the
variation of the monthly mean wvalue of the srror. Bach
monthly mean is based on about 150 suecessive values, and is,
therefore, an approximately n@rmal variate with mean "R and
variance & fw o where &% and 9% are the expected variance
and mean of individual wvalues for that particular season and
level, Por each season and level thers are 12 monthly means
¢ 80 that the sum:

iseofm; - m}?wﬂ

vhere M, and @ are estimates based on the entire sample ia
approximately a chi-asquare variate with 11 degrees of freedom.
Purther, if we assume that £ is the same for Summer and Winter,
we may combine the values of this sum for a single level %o
vield a chi-square variate with 22 degrees of freedon. In
this way, using the chi-square table, we may find confidence
limits for a value of & which will satisfy the above
asgumptions.

The 95% limits of & found in this way were:
F00 mb. - .20 %0 .56
500 mb. - A7 to .48

Strictly speaking, these considerations apply only to the
mean of a sample. I% is posmsible that the efficiency with
respect to other statistics may be different, and even in
the case of the mean, it is possible that the chosen period
of one month is not long enough to make wvalld the assumptions
which have been made. It has been intended merely to form
some idea of the order of magnitude of the sampling errors
involved, and, in this connection, it appears that our four
samples of 1800 values may be regarded as roughly equivalent
to random samples of about 500 values each, This fact must
be borne in mind in connection with any attempt to apply
significance tesis to statistics calculated from the samples.

The General Distribution

A number of statistics calculated for the entire distri-
bution for each season and level are given in Table 7. The
gquantities in the first four columns are:—
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the algebraic mean error.

! the root-mean square error. The same gquantity for
forecasts prepared at London is referred to as the
eStandard error" by Harley (1954)

@ the ratio of the mean deviation to the standard
deviation (both calculated from the mean)

#% the skewness, wgfer® where wmg is the third moment
" about the mean, and g the standard deviation.

The nean, mean deviation and standard deviation have been
sglouiated from the ungrouped frequencies and the third moments
nwave been calculated from the five-knot group frequencies given
in Pables 2 - 5. In the following discussion, the possible
effect of using linear interpolation for the intermediate hour
actuals has not been considered. The data presented in
Fig.(4) suggest that this effect will be small.

Regarding the choice of am index of the general level of
accuracy, it becomes apparent in Section 5 that the root-mean
sguare error has the advantage of being amenable to algebralc
manipulation. It i3 believed that the root-mean sguare error
is also a reasonable index from the point of view of the
operational usefulnsss of the forecastis. Although this question
is one of great complexity, it will be apparent from the nature
of trans-Atlantic operations that the effect of an error of,
gay, 15 knots would be much more than three times as great as
that of a five-knot error, and that the figure of nine times as
great is more in accordence with realiiy. For reasons Such as
this, a set of forecasts which minimises the mean squared error
wey be regarded as better, from an operational viewpoint, than
one which minimises & linear function of the errors.

The quantity @° given in column 2 of Table 7 may,
therefore, be regarded as showing the variation in the general
level of accuracy in the forecast component. Variation with
sepson and level are roughly similar to the variation of the
standard deviation of the actual component. Using the data of
Gillmen and Rohan (1954) it is found that in each case g’ is a
1ittle less than half the overall standard deviation of actual
components for the appropriate season and level, The ratio
varies Trom 0.45 at 500 mb. in Winter to 0.48 at T00 wmb. in
Summer.

The values of the algebraic mean error given in column 1
of Table 7 show that, on the whole, the forecast components tend
to lie on the "pessimistic® side of the corresponding actual,
the effect being greater in Winter than in Summer, especially
at 500 mb. In this connection it may also be neticed that the
skewness of the distribution, given in column 4, is negative in
three of the four groups, so that in these three cases, the
positive value of W receives a larger coniribution from the
smaller than from the lerger errors.

The quentities in columns 4 and 5 of Table 7 indicated the
extent to which the distributions of errors deviate from
normality. The sampling distributions of these two statistics
for random samples from a normel distribution are tabulated by
teary and Pearson (1938). From these Tables it can be seen
that the negative assymmetry at 700 mb. is not significant at
any level in Winter, and in Summer the calculated value of

o, would only reach the 5% level of significance for a

-
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randon sample of 1000 members. At 500 mb. equal and opposite
values of are obtained which are only large enough 1o
roeach the 1% level of significance for & random sample of

800 members, or the 5% level for & sample of 400. The
evidence for lack of symmetry in the distribution of errors
provided by values of ig, therefore, by 1o means
concluaive. Apart from the effect of persistence, the
pymmetrical deviations from normelity discussed below, might
s1so be expected to increase the sampling variance of 4 -

The expected value of @ for large samples from a normal
distribution is jz}w = 0.798 approx. Bach of the sample
values of & is less than this, three of them gubatantially s0.
peferring again to Geary and Pearson's Tables, it is found
thet %the values for & of .70, .760 and ,772 are significant
at the 1% level for rendom samples of 310, 170 and 400 members,
respectively. There can be 1ittle doubt, therefore, that there
exists a tendency for the digtribution of errors 0 deviate
from nmormality in the manner upuslly essociated with
leptéikurtosis, that is to say, a tendency Ior the frequencies
of large and small values to exceed thelr Gaussian expect-
etions at the expense of the frequencies of moderate wvalues.
The operation of this tendency can be seen by comparing the
jast two rows of Tebles 2 %o 5, where the expected freguencies
in & normal distribution caleulated from the sample mean and
variance are entered underneath the corresponding actual
frequencies.

Concerning the manper in which this deviation from
normality is caused, one explanation immediately suggesis
i4zelf to anyone who has had experience in upper-air forecasting
on the Forth Atlantic. Tt is well-known that there is a
merked contrast in difficulty between the forecasting problems
presented by different types of initial situation. In some
situstions, the forecaster will be shle to say from experience
thet the probability of a gerious error in the forecast
shannon-Gender component is very small indeed; in others his
contidence in the accurdcy of the forecast is much lower. In
pddition, the opinion is held by some that the presence oOT
ehsence of difficulty mekes a falrly gclear-cut distinction
netween two kinds of situation; in other words, that almost
all situstions are either very difficult or very easy, and
that situations of imtermediate difficulty are comparatively
mmo

These considerations lead one %o expect that it may be
possible to explain the ohserved deviation from normality by
supposing that the actual distribution of errors is of a
compound nature, end thatl it is made wp of two component
distributions having the same mean bug different standard
deviations. In order to specily such @& compound distribution,
we shall reguire three paremeters- in addition to the mesn,
namely, the two component standerd deviations @, and 4
and the probability fg, that any given error will belong to the
distribution having he larger standerd deviation & . The
theeretical distridbutien is still symmetrical aboui the common
mean, 8o that in order %o eptimate these three parameters, wWe
shell require, in additien %o %he sample standard deviation,
two further symmetrical statistics.
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The twe additional statistics which 1% was declded to
use were the mean deviation and the fourth moment about the
mesn. The computetion would have been a little simpler if
the mean cubed deviation had been used instead of the fourth
moment, but in view of the difficulty of estimating the
grouping bilas of the mean cubed deviation (analogous %o the
Bhaepperd adjustment for an even moment) it was decided to
avold the use of this quantity. Another possible methed
would have been to use the second, fourth and sixth moments,
but the use of & sixth moment would have given very great
weight to the tail fregqusncies.

The method of estimating @ , @, and é% from these
three statistics is given in Appendix I, end the estimates
obtained are tabulated in the last three columns of Table 7.
The resulting compound distributiona are shown in the form of
cumulative freguency-~curves in figures 2 and 3, together with
the actual frequencies, calculated from the seasonal totals in
Tebles 2 to 5. The normal distributions calculated from the
sanple standard devieiions have also been shown for comparison.
Iin these two diagr , the frequencies have been indicated on
a secale of square-roots in order to show the smaller
freguenclies in greater detail.

These curves express the frequencies in terms of .
deviations from zero, that is to say, the frequencies of errors
of given absolute magnitudes. The frequencies of corresponding
deviations from the mean differ only very slightly from these,
but of course the difference between the expected frequencies of
positive and negative errors with the same limits of megnitude
will be guite noticeabls.

in view of the uncerteinty of the sampling distribution

involved, it cannot be claimed that the values obtained for 4

&, and @, will necessarily have any physicel significance.
The procedure mey be regarded merely as a method of graduating
the observed frequencies for the purpose of interpolation and
extrapolation, which is consistent with the physical nature of
the material. Prom this stand-point the procedure may be said
%0 have been successful to the extent that the discrepancies
hetween observed and expechted frequencies, when the latter are
baken from the compound normal distribution, are no longer
cbyviously aystematic.

H

Finaelly, 1t may be mentioned that the level of accuracy
indicated by these Tables and diagrams does not necessarily
represent the level of accuracy which forecasting at Shannon
may be expected to show over a different period.. Even since
the beginning of the iwo-year period on which the present
investigation has been based, noticeabls improvements have
taken place in the facilities available to upper-air
forecasters working on the North Atlantic. Observations from
sireralt have both increased in mumber and become available
from e wider area, and the number of occcasions when the
forecagter is sericusly hampered by lack of routine observations
beeause of communications failures appears to have diminished.
in addition, the availability of an increasing amount of
upper-air data and continued improvement in forecasting
technigues should coniribute to greater accuracy in these
forscagts in the fubure.
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The Effect ol Henge 00 AUCUTACY

It is generally t rue that, other things being equal,
the expected accuracy of = forecast is greater when the range
is smaller, that is to say, when the time-interval between the
latest actual information used in making the forecast, and the
time 40 which the forecast refers, is shorier. It is 2 question
of some interest to determine to what extent this effect causes
a differsnce in accuracy between the forecasts for the different
times mentioned in Table 1. In order to throw some light on
this question, & comparison has been made between the accuracy
of two sets of forecasts, one of which wes prepared immediately
after the analysis of new upper-alyr charis, and the other some
hourg earlier.

The two sets of forecasts used were thwse Tor 0800 and
0300. It is usuvally possible to complete the analysis of the
1500 actual charte before the 0800 forecast charts are
prepared, so that the renge of these forecasts is normally
17 hours. The range of the 0300 forecasts, counted from the
time of the latest actual charis available is 24 hours.

It must be borne in mind, however, that the contrast in
range is not really zs great az these figures szlone would
guggest. Information received up to about 45 minutes before
the schedunled time of issue of =& forecast can be taken into
account, at least to some extent, in iis preparation. When
the forecasts for 0300 next dey are being prepared, analysed
surface charts up to 0900 are available, and the 1200 surfeace
chart will have been partially completed. Upper wind
obeservations for a large number of stations at 0900 will also
be at hand. In addition, a substantial amount of information
is usually avaeilable from aircraft observations mads during
the late morning, emplified in some cases by personal
de-briefing of Ezastbound navigators. Cn the other hand, when
the 0800 forecasts are being prepared, the latest surface
observations ere those for 18003 no upper winds later than
1500 are available, and the number of aircraft in the air over
the Rorth Atlantic during the early evening is guite smaell.

For the purpose of this comparison, root-mean sguare
errors of the 03500 and 0800 forecast components at TOO mb.
vere computed for each of the 24 months of the period. Before
the comparison is made, it is necessavy to investigate the
pogsibility that the use of linsar intsrpoliation for estimating
the 0800 actuzl components mey have caused the root-meazn
square errors of the 0800 forecasts o be underestimated, as
this would lead %o a spurious increase in the apparent contrast
in accuracy between the two sets of forecasis. We may
recognise two effecis which might give rise to a bias of this
kind., Pirstly, the interpolated walues will, on %the average,
lie closer to the mean than will the corresponding true mctual
values, because of the swmoothing out of exiremes, and this will
tend to bring them clossr to the foreemst values which may
also be expecited to deviate towards the mean from the actusls.
Secondly, the 1500 actual component, which is usually known
when the 0800 forecast is belng prepared, and with which,
therefore, the forecast wvalue will have some positive
correlation, may in some circumstances be more closely
correlated with the interpolated component for 0800 (which is
partly a linear function of the 0300 actual) +than with the
true 0800 component. On the other hand, random differences

between the interpolated and true 0800 component may be



expected to increase the spparent ¢rror of the 0800 forecast,
especially if the true errvor is saall, am@ this will tend %o
counteract the cother twe effects. %he operation of this lest
effect may sometimes be directly observed, when interpolation
indicates a lerge error, but intermediate-hour wind observ-
ations and reports from aircraft show that the forecast was
substantially correct.

In order Lo correct the observed wvalues of the root-mean
square error of the 0800 forecasts for these effects, it is
necessary to maske some assumption ebout the relationship
between successive values of the actual componsent separated
by a short interval. The correlation coefficient % Dbetween
values of the component separated by a time-interval € is
given by:~

%

“”Z,W 0 ﬁ“"“"
% 2% G

where @” is the VHT&&RG@ of the genersl distribution of
components and & the mean square change of component for
time € . Monthly values of @ For time-intervals of 12 and
24 hours over & pericd of about seven years are given by
Gillman and Rohan ilmg&) and ;rﬂm these values it can be seen
that the ratio of ﬁ? to @Wg does not deviaite greatly from 2.
This suggests that, Xer @m@ll time intervals v%, is approx-
imately & linear funet;on of time, and that intermediate
values of 9% may be estinmated by linear interpolation
between ¥, = | and the value of 4y Tfor the month in
guestion, or between %%, and ¥z . It may also be
noted that, for an sutoregressive serles of the type
investigated by Yule (1927) the variation of expected 43 with
time will be reasonebly swmooth as long as the time~interval
concerned is small compared with any natural periods of
oscillation which may be present. Another relevant point is
that the wwe of linear interpolation to estimate an inter-
mediate value of the actual component has been generally
accepted as reasonable on the basis of experlience, and,
agsuming that the diurnal variation of the variance of the
actual component is negligible (which is consistent with the
information availeble), a linear relationship between T and
time is the necessary and sufficient condition that this
procedure should be valid from a "least-squsres® point of
view. A proof of this is given in Appendix 2.

Using this method of estimating intermediate values of %
it is possible to adjust the observed monthly values of the
mean gquare error of the 0800 forecasts for the sources of
bias mentioned earlier.  The method of calculating the
adjusted valuea is given in Appendix 2. In most cases, the
adjusted value was found %o be slightly higher then the
origingl, suggesting that the use of an interpolated actual
causes a slight tendency to underestimste the magnitude of
the errors,

The monthly root-mean square errors of the 700 mb. 0300
and 0800 forecast components are shown in Pigure 4. The
effect of adjusting the 0800 wvalues for bias caused by linear
interpolation is indicated by the short vertical arrows, the
original, unadjusted rvoobt-mean squaere srror being indicated



10.

by the position of the base of the arrow.

The ratio of the 0300 mean sguare error to that for 0800
varies from 0.51 to 2.08, with a median value of 1.15. It
becomes apparent, however, on examining the individual values
that the guperiority of the 0B00 forecasts is confined mainly
to the Winter half of the year. For the twelve months of
April to September of both years, the median ratio is only
0.95 while for the total of twelve winter months in the two
vears it is 1.%9. It will be seen from table 1 that the
ratic between the ranges of the two sets of forecasts is 1.41.

1t appears, therefore, that the material examined does not
suggest any relationship between range and accuracy under
Summer conditions,

In Winter, the situation is different. In the case of
all but two of the twelve Winter months - the exceptions being
Novewber and December, 1953 - the 0300 forecasts have the
greater root-mean square error, and in only one of these two
exceptions is the difference appreciable, In the absence of
any reliable knowledge of the distribution associated with
these data, it would be difficult Yo assess the reliability of
any statistic which we might use to indicate the magnitude of
this contrast of accuracy. It is possible, however, to show
that the contrast is very probably a real one. To do thisg,
we may consider the distribution of the common logarithms of
the ratios of the monthly mean square errors. On the null
hypothesis, namely, that there is no tendency for either
forecast to be more accurate, this distribution would be
symmetrical about zero. In the actual distribution, 11 wvalues
are numerically greater than .05; one of these 1ls negative
and ten are positive. The probability of so great a deviaiion
from symmetry (in either direction) ini.a random sample from &
symmetrical population would be

2x (eu)n ) = 017

30 that in this respect the sample falls only slightly short
of significance at the 1% level of probability. Using Table
VITII(1) of Pisher and Yates (194%), it can be seen that the
upper 95% limit of the expected number of negative values

numerically greater than .05 as deduced from this sample is
4.6, :

In only one of the twelve Winter months examined were the
0300 forecasts substantially more accurate than those for 0800.
This was in November, 1953, when the two values of the rogt-
mean square error were 5.3 and 7.5 knots for the 0300 and 0800
forecasts, respectively. On examining the daily sequence of
forecast and actual components for November, 1953, it was
Tound that a considerable part of this difference arose from
three cases namely the 0800 forecests on the 10th, 15th and
28th of the month. In each of these cases, it was found that
communications difficulties had occurred on the regular channel
for transmission of meteorological information from North
America to Burope during the previous evening. The effect of
this was thet much of the upper-air information from the
American stations and certain North Atlantic Weather Ships for
the 1500 G.M.T. actual charts, on which the 0800 forecasts in
question should have been based, were delayed, and the



forecast components concerned were measured from forecast
charts which were tc zome extent 32-hour forecasts. This is
a rather unusual occurrence. Difficultlies in itrensdtlantic
communications occur most frequently during the early morning,
and the forecasts most usually affected are those for 1800 and
2200, The occurrence of communications difficulties which
affect the accuracy of the 0800 forecasts three times in a
single month is highly exceptional, and the infericrity of the
800 forecasts during Wovember, 1953%, may be due to this
ococurrence,

In conclusicn, the available evidence suggests that in
Winter, a forecast component based on a recent actual upper-air
chart tends to be more accurate than one based on & chart which
is seven hours older with respect to the time of validity of
the forecasts. The ratic between the mean square errors for
the two sets of forecests appears to be of the same order of
magnitude as the ratio between the ranges.
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Table 1. Schedule of forecest contour charts of the North Atlantic
ragion for final planning issued daily at Shamnon Airport (&ll times
are G’o%w%m )

Forecast chart for: 0300 0800 1300 1800 2200
{next day) (naxt day)

Tusued abs 1630 2200 O304 G800 1300

For depsrtures froms 2000 0100 0600 1100 1600

$o 3 Q100 0600 1100 1800 2000

Iaasest completed
actual upper-air
charts useds 0300 1500 1500 1500 OB00

dables 2 and 3, Disitribution of ervers in Forecast Components
on the Shannon-Gander Great Circle route at 700 mb. Ffor the
period April, 1952, to March, 19%4.

TABLE 2 - Distribubion of Frrors at 700 mb,, Summer

Brror {knots)
Honth
4300 +25! +201+1514+10 25 O] =5-10]~15 1«20 =28 Total

Oy 0] 1 30 320 €TL107F 59] 260 4¢ 1 O © B00

0: 0] 1 6] 33 67 94 69 T20 7] 1. of o© 510

Ol 0} O 2{ 14) 611137 e8! 170 11 O o © B0

O 01 1 3L A5F TTHi29) 747 Tl 3¢ i OF G 510

O G O 21 2% Bl 111} 6% &2 4 e 8 O 310

0 0} 0 51 250 89 107, 600 17 L O G 0O 300
Total 0 G B I91340) 4420 6BS] B95] 121 20 5 0 Gl 1,8%0
dormal g o 0 i 2513500 453 638141611291 10 4 £ O

THBLE 5 - Digvribution of Brrors at 700 ab., Winter
Error (knots)
Fonth
+30} +251 420415} +10] 5] o =5|-10]~15 -0l 25130

ok, 0} 4 Iy 6) 32 85 84y 53 %20 9. 3l 1l 0
How, Q1] O Ly 12y 32] 660102 &3 141 Ti 1l 20 0 pieie)
DB, Ol 3¢ 4: 17 39 79 85 sl 19t o] 3 0O 1 510
Jan. 050 20 Ty 28, 620100, Y20 23 11, 4, 11 0 310
Pab. 0: 0 OF 1) 28] 52| 66f 82] 29 9. 1i 2] © 260
March o O i 8p 32{ 65107 647 22 a 1 0 0 S10
Totals ¢! 7 91 6111911409 5441385{341y 53, 13; 6| 1§ 1,820
Hormsle O 1 a1 13, 64206407, 500138211811 S5 101 1| 0O
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Tables 4 and 5: Distribution of errors in Forecast Componenis on
the Shannon-@ander Great Circle route at 500 mb. for the pericd
April, 1952, to Merch, 1954,

ZABIE 4 - Distribution of Frrors at 500 mb,, Summer

Brror (kaots)

Month

+30] +25] +201+151 4107 +5 OF =51 =10l -15]-20]=-25] =501 Potal
April 0 0 21 20] 46) bS] 6% 4dey 2z al =2 i 1 2 &
Moy 01 0 O} 14| 40] 528 88] 53 25§ 12 9 { 14 O 3047
Juna 0 L ] 51 19] 691 104F 693 28 21 O O o %0
July 0 O 0 81 =0 THI 100 Ter 17 i 0 2 1 ﬁl@ﬁ
Auguat QO 0 0 1] 200 711100 64] &7 12] 5 0 0 208
Sept. 0 2 1 10 275 1511001 528 201 41 O 0O 0 300
Total: 0 3 6 58] 182] 405! 564 362 159] 40115 4 e 1,800
Normal: O] 1] 11 59198 395,505, 38411871 504 9 | 11| ©

& Values miessing in vhese months because of accidental
less of receords.

TABLE 5 -~ Distribution of Errors at 500 mb., Winter

Brror (knots)
Month
4351 +30] +25] +20{ +15 +10§ +5 QE wbl 10| =158 =20 m25§m3® mgsl Pobal

Dota 0 3 2 51 16f 35 59 62y 31 &8 2] 0 O
Bov. 01 0 1 11p 15 351 59 67Tt 26! 11 41 11 ©
Dec. 0 1 2 Ty 2 42 58 56 289 15 3011 1
J8R . 1 1 T Al 1% 0L 55 £20 28 20 41 1 i
Peb. i 0 4 Bt 265t 420 48 58 26 13 n3 i
HMaroh 0 9] 1 &0 23 %11 51 6501 ¥4 & &y O 0
Total: 2 5 Ly 421119 215) 330 447 3651 1740 T8y 200 6 3
Normal: | O 2 1l 42 118%241 620 4018 3261 19%] 86t 281 7 i

LABIE 6 - Percentages of forecest compcnenis within 7 kneots and
within 12 knots of corresponding schiusl values

Septembar Lo Awreil
(both veers;

TO0 500 Both

BDBE . mba . levels

T00 500 Both
nba. mbhs . levels

83.2 5.9 78.6
97.4 92.9 95.2

Within 7 kis.
¥ithin 12 kts.

75.5 | 62.8 68.9
91.8 | 84.1 87.9

3 Peried
500
Bhs. Both levelsm
Within 7 kis. £8.3 T34
Hithin 12 kis. 88.5 81.7




IABLE 7 - Distribution Siatictics for tha da

Ha

it

o 5

0, o' | a JEB, | & @ | o
- +.256 | 5.54 | .786 | -.122 269 16.95 [4.89
&b +.365 | 7.12 | 770 | -.087 0.09 | 5.26
500 275 | 6.95 | 760 | 0208 | TR 1705 339
et yinter: | +.860 | 8.94 | .772 | 4,207 | @32 | 9.62 |3.63
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tppendiz 1. Betination of the  rameters of the compound
mml distributions.

fhe sample of & errors is vegarded as made up of HN errors
from & Hormel distriiuiion with standerd deviabtion &
and QN errors from & noi -mel distribution with sitanderd

deviation & , the ius
Fhus, if the observs
Pourth moment are

distributions having the same mean n
deviation, stenderd deviation end
gnd M, respectively, the

s

parameters will M k: " %o the expected wvaluss of the
a'ta istics by the ot ioving three eguations:
(1) 3‘3} el \'ig? W% ki
g o &
(2) s e gy e @
%
(3) foy e qey s dtm,

The mean of the disivibuition is taken equal to the sample
mean and the bias in ihe sswple momenis caused by the use of
an estimated mean ir negliscted.

Solving (1) and (2) for ¢; and &; we obtains-

together with & secor oolution in which @ and ¢ avs
interchangsd. Ii wo uv "m,mg that & shall be %m@ lavger
standard devietion, 1o sgoond @sslm‘hen can be rejected.

s £

¥riting + for W,m ~§ . substituting in (3) from (4)

Tl ®
and (5) end ro-gr that %& ﬂm@ )2‘7“"“

varcing {(remembering

|+ 6% = 377 4w ¥R

Putting x =

becomes -
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his last equation can eesily be rationaliszed into a

quadratic in .*  The quedratic will give two roots in 2
and therefore four roots in % , but it can be seen that two
of thease are extraneous roots introduced by the process of
rationalisation, and that the extraneous roots are of equal

magnitude and opposite sign %o those which satisfy the
original equation.

The two roots in xg arsgs -

x* = a-»wvﬁ'{a‘*'i’"‘”ﬂ?“":t%Jﬁwmna‘r-'ﬂi}
(R~ 6T + 379> + 478

These were calculated for each of the four samples, and from
each, a pair of values of 4fi were calculated, using:-

b (1)

The two exitraneous values of 4 were then identified by
numerical substitution in (4), (5) and (3). In each case

it was found that one of the two remaining velues of v
corresponded to negative values of g, and could, therefore,
be rejected, leaving only one value which was physically
acceptable. ‘The one remaining value of # is given in

Table 7, together with the values of g, and el calculated
from (4) and (5).
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Apvendix 2. Ad justment of m:an square errors of 0800

forecasts for interpolation bias.

Let % and Y be the values of the actual and forecast
components, respectively, at time ¢ (in the present
case, 0800Z), both being measured from the mean of the
actual component. Tt will be assumed that this is also
the mean of the forecast component, ~ the degree of
error involved will be that implied in neglecting the
square of the mean value of %-Y in compurison with the
mean square value of -y .

The true value of x is unknown, the known values of =
being those for times € = ©,8,2 ..... where the unit of
time is 12 hours. If ¢t = leh v2=-q , f being less
than unity, the estimute of s given by linear inter-
polation ist-

zZ = qx, + fma,

%, and %, Dbeing the values of 2 for t=¢ and ts2 .

The problem is, given e g, , the mean square value
of y-z to estimute @3.y  the mean square value of

the unknown quuantity se-y

(For the data with which we are concerned, two refers
to 15002 and f = 5/12, ¢ = 7/12).

The form in which the problem will be approached is

that of estimuting the correlution coefficient Vamy
between & and 4 in terms of the observable correlation
coefficient ¥4z between y and 2

T™wo separate causes may be expected to contribute towards
giving Tya a positive value. Firstly, 4 and & will be
positively correluted with 3 , as both are estimates of %= .
Secondly, both 4 and & will be positively correlated with
@ the latest actual component known when the forecast

was mude. In the present case, @ is the value of = 2t t=0,

It will be assumed that the maugnitude of the actual
correlation coefficient between ¥ and Z is exclusively
the result of the two causes just mentioned.

This assumption leads us to equate to zero the second-
order partial correlation ccefficient, “Yyz.ax -
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Expressed in terms of the total correlation coefficients
involved, this gives

P Py «m%

50

Vas Tye 7 ma

. e*i“&y

3 s
¢ B @Sﬁ

as the dencpinaior cminot belors L te W may egquiie
the numerator to zero. Solving Tor “fey . this givesi~

g (1= Vam) = Yoy (Yae = Tou Thal
Vo = Yo Tan

The required correlation coefficient gy has now been
expressed in terms of the observed corre ation coefficisent
¥y and the yuantities o Tamx 3 Taz and Yoy -

In order to obtain estimates of the first two of these
four quantities, we must make use of the agsumption
referred to euriier thut the correlation coefficient ¥
between successive values of the component separated

by a short time-interval € is approximately a linear
function of £ . It will first be proved that, neglecting
any diurnal variastion in the variance &% of the actual
component, this assumption is equivalent to taking & to
be the "least-squarss" estimate of ¥ hased on %, and %a,.
Neglecting the diurnal veriation of &5 , the standard
deviations of 2 , 38; and 3y o 1% equal, and the
regresgion equation of & on 5 reduces to:

o 7 e T :3555\&' )
sl g B NVE R, = Ve o WV o
i e w:;z@l § e %&;ﬁ;{}, e
§

(ﬂ@"; , 18 the corvelatlon coefificient betwoen guccessive
values of ithe acitual componsnt 12 hours apart).

Then if x'8 = , we have, by equating coefficients in (1]
and (3):-

which, together with H+§ s are equivalent to:

Vaow lehli=w) , Tgs 1=i-%)

that is to say, are egquivalent to giving to ¥y and ¥ the
values obtained by linear interpolation between 1 and %
which proves the proposition.

¥
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e i8 & least-square estimate of 28, the regression oo~
@fﬁ.cient of ¢ on £ is unity, mo that

¥e may calculate ¢, from (1) by taking the standard
deviation of both m,, and %, @8 egual to gy -

This gives:= O = @ (A% + Q2+ 2He7)

i =7 3}

Bo that:

The quandity 45, is simply the value of 9 for = l+f .
Applying linear interpolation again, we Tind:-

Tox &8 LT, &+ s

b@ expresaed in terms of the

Tirat two, waing only the sssumptions already made., Jor,
expanding the co-variance o¢f ¥ and e according to the
terme in the right-hend side of (1), we find:-

TWow substituting from (6) in (2):-

s Yz Ve (1=Vee) - Van Yay (1~ Vix)
e % %
Ve = Vax

The fourth unknown, Vi, Bey be determined directly from
the valuss of the 1500% sctual and 0800Z forecast

components for the month in question. The observed value
of Vs amay then be used to wtmte Py by means of
equations (4), (5) and (7), and @“a-g mey be calculsted

from
Gy ® Gy 4 G
Bty w P Oy = &W’mg Oz Oy

using for ¢ +the value calculated from all the actuals
for the same periocd.
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pericd April 1952 io March 1954,
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