Understanding the defect chemistry of tin monoxide
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Tin monoxide has garnered a great deal attention in the recent literature, primarily as a transparent p-type conductor. However, due to its layered structure (dictated by non-bonding dispersion forces) simulation via density functional theory often fails to accurately model the unit cell. This study applies a PBE0-vdW methodology to accurately predict both the atomic and electronic structure of SnO. Empirical van der Waals corrections improve the structure, with the calculated c/a ratio matching experiment, while the PBE0 hybrid-DFT method gives accurate band gaps (0.67 and 2.76 eV for the indirect and direct band gaps) and density of states which are in agreement with experimental spectra. This methodology has been applied to the simulation of the native intrinsic defects of SnO, to further understand the conductivity. The results indicate that n-type conductivity will not arise from intrinsic defects and that donor doping would be necessary. For p-type conduction, the Sn vacancy is seen to be the source, with the O/–1 transition level found 0.39 eV above the valence band maximum. By considering the formation energies and transition levels of the defects at different chemical potentials, it is found that the p-type conductivity is sensitive to the O chemical potential. When the chemical potential is close to its lowest value (–2.65 eV here), the oxygen vacancy is stabilized which, whilst not leading to n-type conduction, could reduce p-type conduction by limiting the formation of hole states.

1 Introduction

Tin monoxide has been investigated for a range of technological applications, including as a gas sensor, an anode material in Li-ion batteries and as a catalyst for some organic cyclizations, polymerization and degradation reactions.1–4 SnO thin films were first reported to show p-type character in 2001,4 which led to them being tested for use in thin-film transistors (TFTs) in 2008.5 Oxide semiconductor thin-films have advantages over hydrogenated amorphous silicon and organic-based semiconductors for use in TFTs in that they can often be formed at lower temperature, typically have higher carrier mobilities, can be made more uniform and are amenable to large-area fabrication due to the preparation methods they make available, such as sputtering.5–9 Most oxide semiconductors which exhibit high carrier mobilities, however, are natively n-type. This is because they typically possess a deep valence band maximum (VBM) that is composed of localized oxygen p states. The depth of the VBM from the vacuum level makes hole generation energetically unfavourable, while the localized O 2p-orbitals result in poor dispersion and large hole effective masses.10–12

The conduction band maximum (CBM), on the other hand, is in some cases composed of overlapping unoccupied metal s states, making it dispersive and conducive to n-type conduction.13

In 1997, Hosono and co-workers published a working hypothesis for generating wide band gap p-type semiconductors based on a parent material of Cu2O.14,15 The p-type properties were thought to arise from the fact that the covalency of the Cu–O bonds would give a VBM composed of hybridized Cu d and O p states, facilitating hole doping and hole mobility. This led to the formation of a range of new transparent p-type oxides including CuMO2 (M = B, Al, Ga and In), LaCuOCh (Ch = S, Se and Te) and SrCu2O2.16–19 However, efforts to fabricate these kind of materials into working p-channel TFTs was limited due to problems with hole mobilities and densities. In addition to producing p-channel TFTs, there is also a desire to generate bipolar TFTs which display both n- and p-type properties within the same device. Of the aforementioned Cu-based materials, no n-type conduction has been achieved, with the exception of CulnO2 which showed electron conduction through the unoccupied In s states.13 The deficiencies of these Cu-based materials led to the hypothesis that a material which possessed a VBM of the same device. Of the aforementioned Cu-based materials, no n-type conduction has been achieved, with the exception of CulnO2 which showed electron conduction through the unoccupied In s states.13 The deficiencies of these Cu-based materials led to the hypothesis that a material which possessed a VBM of the same device. Of the aforementioned Cu-based materials, no n-type conduction has been achieved, with the exception of CulnO2 which showed electron conduction through the unoccupied In s states.
chemically inert electron pair residing in a hybrid-sp non-bonding orbital which is stereochemically active creating structural distortion.\textsuperscript{44–46} In SnO, for example, this lone pair and structural distortion gives rise to a layered litharge structure (detailed in Fig. 1), with the lone pairs directed toward the interlayer separation.\textsuperscript{37} However, contrary to classical theory, SnTe possesses a cubic rock salt structure with no structural distortion. Studies led by Watson and co-workers\textsuperscript{33,38–42} used density functional theory (DFT) simulation to investigate the formation of classical ‘lone pairs’ in such materials. These studies showed that bonding between the cation s and anion p states gives rise to bonding and anti-bonding states, with the later forming the VBM. These anti-bonding states are then stabilized by mixing with the cation p states, giving rise to asymmetric electron density and structural distortion. However, when progressing down the chalcogenide series, the anion p states were seen to raise in energy relative to the cation s states, and the ratio of the c/a ratio, the poor structural prediction can introduce additional inaccuracy into the prediction of the electronic structure.\textsuperscript{66,67} To improve structural reproduction, a range of different approaches to include dispersion interactions have been proposed.\textsuperscript{52,62,70–73} Duan\textsuperscript{46} modelled both the bulk and surface structure of SnO using the approach of Wu and Yang\textsuperscript{63} but the reported lattice parameters only showed limited improvement. More recently, Govaerts \textit{et al.} used a non-local van der Waals functional to model SnO, but whilst reasonable agreement was seen for the lattice vectors and volume, the c/a ratio was still 1.5% too small.\textsuperscript{71}\textit{In our previous work,\textsuperscript{76} we detailed the use of an additive dispersion correction with the PBE-vdW method (to be detailed later) and compared it to an alternative approach of Grimme.\textsuperscript{72}}\textit{Whilst the method of Grimme (PBE-D2) failed to give a accurate structure, the PBE-vdW approach provided excellent agreement of the lattice parameters and bond lengths with experiment. However, due to the discontinuity problem inherent in standard generalized gradient approximation (GGA) methodologies,\textsuperscript{77} the band gap was severely underestimated.}\textit{To understand the link between the structure, stoichiometry, transparency and p-type conductivity, as well as investigating the material for bipolar capabilities, the electronic structure and defect chemistry has been further investigated. Previous experiment has suggested that the SnO VBM is 5.8 eV below the vacuum level,\textsuperscript{40} similar to other p-type materials, such as Cu\textsubscript{2}O (5.6 eV) and Li-doped NiO (5.5 eV).\textsuperscript{78,79} More recent experiments, however, have revised this to being VBM 4.9 eV below the vacuum level.\textsuperscript{60} The direct optical band gap is found to be \textasciitilde 2.7 eV, giving moderate transparency; however, SnO also has an indirect fundamental band gap of 0.7 eV.\textsuperscript{5} This means that the CBM resides 5.1 eV below the vacuum level, or 4.2 eV from the result of Quackenbush \textit{et al.}, which are at similar positions to the CBM in n-type materials, such as ZnO (\textasciitilde 4.1 eV) and In\textsubscript{2}O\textsubscript{3} (\textasciitilde 5.2 eV).\textsuperscript{78,79} As mentioned previously, simulation studies using GGA have underestimated the band gaps of SnO, with values of the indirect gap ranging from 0.02 (ref. 76) to 0.6 eV (ref. 40) (depending on the exact functional and methodology used) and values of \textasciitilde 2.0 eV are reported for the direct gap.\textsuperscript{70,81} From band structure calculations,\textsuperscript{78,82} the VBM is seen to be reasonably flat, with a DFT-calculated hole effective mass of 2.05\textit{m}_{\textit{e}},\textsuperscript{74} while the CBM is more dispersive.\textsuperscript{60,76,81} Likely possessing a small electron effective mass, and is suggestive of a reasonable n-type properties. Doping with Y and Sb has also been shown to offer improved p- and n-type properties, respectively,\textsuperscript{78,81,84} and, consequently, devices which show bipolar operation have been reported, although the mechanism of p-type enhancement by Y is unclear.\textsuperscript{79,85}}

Tin monoxide is metastable\textsuperscript{86,87} meaning that thin films can often contain impurities of Sn metal, SnO\textsubscript{2} and other intermediate oxides and hence a range of approaches have been employed to

---

**Fig. 1** Atomic structure of tin monoxide. The unit cell is expanded 2 × 2 × 2 for clarity. Tin and oxygen atoms are coloured blue and red, respectively.
obtain SnO of high purity. Cao and co-workers\textsuperscript{81-83,88,89} favour a two-step process involving the electron beam evaporation (EBE) of SnO\textsubscript{2} on p-type silicon, followed by thermal annealing at temperatures between 300 and 600 °C. Conversely, the epitaxial process used by Hosono and co-workers\textsuperscript{54,74,79} involves pulsed laser deposition (PLD) onto (001) yttria-stabilized zirconia surfaces. Other techniques include sputtering\textsuperscript{2} and solution-based spin coating.\textsuperscript{90} The highest Hall-effect mobilities (\(\mu_H\)) and hole concentrations (\(N_H\)) are typically reported using the EBE method, with Liang \textit{et al.}\textsuperscript{84} reporting values of \(\mu_H = 3.9 \text{ cm}^2 \text{V}^{-1} \text{s}^{-1}\) and \(N_H = 0.56 \times 10^{16} \text{ cm}^{-3}\). PLD-formed epitaxial films often exhibit lower values, with Ogo \textit{et al.}\textsuperscript{82} reporting 2.4 cm\(^2\) V\(^{-1}\) s\(^{-1}\) and 2.5 \times \(10^{17}\) cm\(^{-3}\), respectively.\textsuperscript{2} TFTs generated using the PLD-grown films have shown a field-effect mobility (\(\mu_{FE}\)) of 1.3 cm\(^2\) V\(^{-1}\) s\(^{-1}\),\textsuperscript{7,24} while TFTs using thin-films generated via sputtering or the spin coating method gave comparable but smaller values of \(\mu_{FE}\), 0.24 (ref. 9) and 0.13 cm\(^2\) V\(^{-1}\) s\(^{-1}\),\textsuperscript{90} respectively. However, unlike the latter approaches, EBE and PLD are suggested to be less amenable to large-scale device production.\textsuperscript{9} Experimental thin films are often found to have a degree of off-stoichiometry, exhibited as a small cation deficiency/oxygen excess.\textsuperscript{83,89} Togo \textit{et al.}\textsuperscript{90} and Oba \textit{et al.}\textsuperscript{92} both used a GGA DFT approach with Perdew–Wang-91 (PW91) functionals, to consider the native intrinsic defects. Their results suggested that the Sn vacancy would dominate under oxygen-rich conditions, forming shallow acceptor states and giving rise to the observed p-type conductivity. The O interstitial had a lower formation energy and hence would exhibit a higher equilibrium concentration than the Sn vacancy at high temperature. However, the O interstitial was not expected to ionize and therefore would not contribute to the p-type conductivity. The donor-type defects were predicted to be of sufficiently low concentration as to not compensate the holes generated by the Sn vacancies.

Although the work of Togo \textit{et al.}\textsuperscript{90} and Oba \textit{et al.}\textsuperscript{92} provides results for the native defects in SnO, discrepancies remain. The lack of dispersion corrections means that the unit cell used in their defect simulations was distorted. Not only will this affect the band gap and electronic structure of the material, it may also erroneously influence the defects. Previous work on both p-type\textsuperscript{29,31-35} and n-type\textsuperscript{96-101} materials have also shown that standard GGA methods favour artificial electron delocalisation, which can result in shallow defect transition levels. Thus a higher level of theory is needed to accurately model the defect chemistry of a material. To this end, the aim of this study is to use a hybrid-DFT methodology. The approach with dispersion corrections. This will allow a full description of the native defects, with a higher degree of accuracy than has been achieved previously, allowing for a complete discussion of the native p- and n-type defects.

## 2 Methodology

### 2.1 DFT-vdW methodology

All simulations in this study have been conducted using the periodic-DFT code VASP.\textsuperscript{102,103} A plane-wave basis set is used to describe the valence electronic states (Sn: [5s\(^2\), 5p\(^2\]), O: [2s\(^2\), 2p\(^4\)]), with the projector-augmented wave\textsuperscript{104,105} method employed to describe their interactions with the core states. A number of trial calculations were also run with the Sn 4d\(^{10}\) states considered as valence, and they will be discussed within the results section.

One approach to improve on the delocalised defects states, shallow transition levels and the inherent band gap problem of GGA methodologies\textsuperscript{77} is to use a hybrid-DFT methodology. The popular PBE0 \textcite{106,107} and HSE06 \textcite{108,109} approaches, which are based on the Perdew–Burke–Ernzerhof (PBE)\textsuperscript{110} functional, work by replacing a portion of the PBE exchange (\(E_{\text{xc}}^{\text{PBE}}\)) with exact-Fock exchange (\(E_{\text{xc}}^{\text{Fock}}\)):

\[
E_{\text{xc}}^{\text{PBE0}} = aE_{\text{xc}}^{\text{Fock}} + (1 - a)E_{\text{xc}}^{\text{PBE}} + E_{\text{xc}}^{\text{PBE}}
\]  

In the formal PBE0 and HSE06 methodologies, \(a\) is fixed at 0.25. The PBE0 and HSE06 methods differ in that the HSE06 formalism includes a screening length (0.11 bohr\(^{-1}\)) to split the exchange term into short- and long-range components, with only the short-range component replaced by a portion of Fock exchange. These hybrid methods have been extensively used in plane-wave calculations in recent years and, although they are more computationally demanding than the PBE method, they have been shown to provide a closer fit to experimental data for a range of systems. This has included the prediction of the atomic and electronic structure (including band gaps),\textsuperscript{111-115} optical transitions,\textsuperscript{116-119} as well as defective\textsuperscript{120,121} and magnetic\textsuperscript{122,123} systems. There is no particular percentage of exact Fock exchange that is applicable to all systems,\textsuperscript{97} however, and a number of studies using the related screened HSE functional have reported that closer agreement to experiment can be obtained for material properties by tuning this percentage, typically to reproduce the experimental band gap. This has been demonstrated for the electronic structures and defect properties of a range of oxide materials, including ZnO, SnO\textsubscript{2}, TiO\textsubscript{2}, Ga\textsubscript{2}O\textsubscript{3}, In\textsubscript{2}O\textsubscript{3}, MgO, Al\textsubscript{2}O\textsubscript{3}, SiO\textsubscript{2} and Cu\textsubscript{2}O.\textsuperscript{122-125} Therefore, we have adjusted the percentage of exact Fock exchange to provide optimal descriptions of the indirect and direct fundamental band gaps assuming the experimental structure, i.e., independent of the effect of dispersion corrections. The amount of exchange found using this approach was 15% and this has been used throughout (unless otherwise stated). As this is different to the formal PBE0 methodology, the approach is only PBE0-like in nature; however, for simplicity it will be referred to solely as PBE0 herein. The HSE06 method was also tried but it was found to give a greater difference between the indirect and direct fundamental band gaps. Therefore, the only hybrid-DFT approach reported here and used for the defect calculations was that of PBE0.

The DFT-vdW approach, outlined previously using with the PBE functional (PBE-vdW),\textsuperscript{97} acts by correcting the self-consistent Kohn–Sham DFT energy, \(E_{\text{KS-DFT}}\), with the addition of an empirical dispersion term, \(E_{\text{disp}}\). The dispersion-corrected energy, \(E_{\text{DFT-vdW}}\), is therefore represented as
The additive term in this approach makes it both flexible and simple, allowing it be used with a range of different density functionals. It can also be easily tuned for a large variety of systems, through the adjustment of parameters based on empirical or semi-empirical physical quantities. From a procedural point of view, the simplicity also means that it can be used for large or complex systems without becoming prohibitively expensive.

The dispersion term itself is determined by

$$E_{\text{disp}} = -s_b C_{ij}^{\text{eff}} f_{\text{disp}}(R_{ij})$$  \hspace{1cm} (3)

where $R_{ij}$ is the distance between atoms $i$ and $j$, $C_{ij}^{\text{eff}}$ is the dispersion coefficient between the same atoms and $s_b$ is a scaling factor reflecting the fact that DFT functionals may include a portion of long-range attraction.\(^1\) The damping function is used to reproduce the reduction in van der Waals attraction as two atoms are brought together and their charge densities overlap. As the overlap increases, the polarizability reduces, and hence so do the dispersion forces. The damping function is given by

$$f_{\text{disp}}(R_{ij}) = \frac{1}{1 + e^{-4R_{ij}/R_{ij}^0}}$$  \hspace{1cm} (4)

where $B$ is the damping parameter, which is related to the slope of the function, and $R_{ij}^0$ is an equilibrium distance used to control the distance that the damping acts over. This damping function results in the dispersion interactions being reduced to 50% of their undamped value when the interatomic separation is equal to $R_{ij}^0$.

The parameter set used in the dispersion corrections are detailed in Table 1. The dispersion coefficients, $C_{ij}^{\text{eff}}$, taken from the work of Madden and co-workers, are determined from Hartree–Fock-calculated ionic polarizabilities.\(^129,130\) To define $R_{ij}^0$, different values from the experimental structure\(^131\) were used depending on the functional. For PBE-vdW, the experimental in-layer distances were used for the Sn–O and O–O distances, whilst the experimental across-layer distance was used for the Sn–Sn.\(^76\) The PBE0 approach, as shown later, reproduces the nearest-neighbour bond distances and thus any applied correction would erroneously affect them. Therefore, the mid-point between the experimental in-layer and across-layer distances were used to represent all dispersion forces in SnO with PBE0, so that the nearest-neighbour interactions were fully damped whilst the next nearest-neighbour interactions were undamped. The value of $B (0.5 \text{ Å}^{-1})$ was determined by plotting the damping function and selecting the largest value which did not cause a reversal in the sign of the force, i.e. making it negative, thus ensuring the damping function did not affect interactions with atoms beyond $R_{ij}$. In addition, a cutoff of 20 Å was used for all interactions. For PBE-vdW, the optimal value of $s_b$ was determined to be 65% through fitting to the experimental structure. The value of $s_b$ was analysed for PBE0-vdW with 15% exchange and 65% was again found to give the closest fit to the experimental structure and, therefore, it was not adjusted further.

To determine the equilibrium lattice parameters, the bulk unit cell was minimized at a series of different volumes, with both the lattice vectors and cell angles allowed to relax fully within the constraint of a constant volume. The resultant energy–volume curve was then fitted to the Murnaghan equation of state\(^132\) to determine the equilibrium cell volume. This approach minimizes potential problems with Pulay stress and changes in basis set which can accompany volume changes in plane-wave calculations. Although the Pulay stress can be anisotropic, the accuracy of this approach was previously confirmed for SnO using PBE-vdW with the Murnaghan-fitted structure at a plane-wave cutoff of 500 eV. The optimized unit cell was re-run with a higher plane-wave cutoff of 1000 eV and the pressure along different lattice vector directions was compared, with the Pulay stress found to be isotropic. A plane-wave cutoff of 500 eV was used, with Monkhorst–Pack\(^133\) k-point grids of $6 \times 6 \times 3$ and $2 \times 2 \times 1$ used for the unit cell and the $3 \times 3 \times 3$ supercell, respectively. For each of the bulk calculations, the forces were deemed to be converged when they were less than 0.001 eV Å$^{-1}$ and the pressure was less than 0.127 kBar. This is required for the bulk optimizations as the weak van der Waals forces along the $c$ axis requires high accuracy to locate the minimum. For the defective supercell calculations, a constant volume regime was applied with fixed unit cell dimensions, and therefore, the convergence criteria on the forces were relaxed to 0.01 eV Å$^{-1}$, as done previously for SnO.\(^76\) The energies of bulk α-Sn metal and SnO$_2$ were determined using Monkhorst–Pack 11×11×11 and 4×4×4 k-point grids, respectively. For gaseous O$_2$, the molecule was simulated in the triplet state within a large 16×16×16 Å cell with a single k-point at Γ.

The optical absorption spectrum, as well as the optical transition matrix, was calculated within the transversal approximation.\(^134\) This approach determines the optical absorption by summing all direct VB to conduction band (CB) transitions on the k-point grid and does not include indirect and intraband transitions.\(^135\) To improve the accuracy of the optical calculation, the k-point grid was increased to a Γ-centred $8 \times 8 \times 4$ mesh. As only single-particle transitions are included, any electron–hole correlations would require higher-order electronic structure methods;\(^136,137\) however, this approach has been shown to provide reasonable optical absorption spectra in comparison to experiment.\(^117,138–143\)

All structural figures were generated using the visualization package VESTA.\(^144\)

### Table 1 Parameters used in the DFT-vdW methods for modelling SnO

| Ion pair | $C_{ij}^{\text{eff}}$ (eV Å$^6$) | $R_{ij}^{\text{PBE}}$ (Å) | $R_{ij}^{\text{PBE0}}$ (Å)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn–Sn</td>
<td>73.07</td>
<td>3.693</td>
<td>3.693</td>
</tr>
<tr>
<td>Sn–O</td>
<td>74.45</td>
<td>2.222</td>
<td>3.184</td>
</tr>
<tr>
<td>O–O</td>
<td>77.34</td>
<td>2.688</td>
<td>3.762</td>
</tr>
</tbody>
</table>

### 2.2 Defect calculations

To calculate the formation energy of defect $D$ with charge $q$, $\Delta E_f (D, q)$, the following equation\(^145,146\) was used:
\[ \Delta E_i(D, q) = E_{\text{defective}}(D, q) - E_{\text{pure}} + \sum n_i(E_i + \mu_i) \\
+ q(E_{\text{Fermi}} + E_{\text{VBM}}^\text{pure}) + E_{\text{shift}}[q] \]  

(5)

where \( E_{\text{defective}}(D, q) \) is the total energy of the supercell containing the defect and \( E_{\text{pure}} \) is the energy of the pure supercell. \( E_i \) is the energy of species \( i \) in its standard state, for this study specifically it refers to a Sn atom in bulk \( \kappa \)-Sn and an \( \text{O}_2 \) molecule. For each of these species, identical dispersion corrections were applied as were used for modelling SnO. The number of atoms of type \( i \) added to or removed from an external reservoir is given by \( n_i \) and \( \mu_i \) is the chemical potential of species \( i \). The final two terms in eqn (5) refer to corrections for charged defect cells and will simply equal zero for a neutral system. \( E_{\text{Fermi}} \) is the Fermi energy, ranging from the VBM at 0.0 eV up to the CBM, and \( E_{\text{VBM}}^\text{pure} \) is the eigenvalue of the VBM in the bulk material. The final term accounts for both the alignment of the electrostatic potential between the bulk and defective charged supercells and finite-size effects which can occur in the calculation of charged impurities, as outlined by Freysoldt et al.,\textsuperscript{137} using a dielectric constant of \( \varepsilon_0 = 5.95 \).\textsuperscript{84} The average dielectric constant calculated using a \( G_0W_0 \) approach was 6.12, which is in good agreement with the experimental value. The Fermi energy for the thermodynamic transition (ionization) level between two charge states \( q \) and \( q' \) of a given defect, \( \varepsilon_D(q/q') \), is found when their formation energies are equal:

\[ \varepsilon_D(q/q') = \frac{\Delta E_i(D, q) - \Delta E_i(D, q')}{{q} - {q}}. \]  

(6)

2.3 Experimental

The SnO films were grown by PLD using similar growth parameters to those reported by Hosono et al.\textsuperscript{74} X-ray diffraction of the PLD films showed that the lattice constants \( a \) and \( c \) were 3.8011 Å and 4.8351 Å. The 100 nm films displayed p-type conductivity with a hole mobility and a hole density of 7.0 cm\(^2\) V\(^{-1}\) s\(^{-1}\) and \( \sim 1 \times 10\(^{17}\) cm\(^{-3}\), respectively. The optical gap was extrapolated to be \( \sim 2.6 \text{ eV} \). Further details are given in ref. 80

The bulk electronic structure of these films was measured using a combination of hard X-ray photoelectron spectroscopy (HAXPES) and O K-edge X-ray emission and absorption spectroscopy (XES/XAS) at the National Synchrotron Light Source (NSLS). These results and experimental parameters are reported elsewhere, alongside other experimental spectra, and are used here primarily as a validation of calculated data.\textsuperscript{80}

3 Results

3.1 Atomic structure

Tin monoxide crystallizes in the \( P4/nnm \) space group and is a layered material, as shown previously in Fig. 1. Both the \( \text{Sn}(\text{n}) \) and \( \text{O} \) ions are 4-coordinate; however, while the anions have a regular tetrahedral geometry, the \( \text{Sn}(\text{n}) \) cations are less regular and the four oxygen ions they bond to form the bottom of a square-based pyramid, with asymmetric electron density occupying the vertex position. The calculated lattice vectors and bond lengths using the hybrid-DFT PBE0 and PBE0-vdW methodologies, alongside experimental values\textsuperscript{76} and those calculated using PBE and PBE-vdW\textsuperscript{68} are given in Table 2. The PBE-vdW approach was also used with 4d states considered as valence, investigating their requirement and effect on structural prediction, the results of which are also included in Table 2.

A comparison of the methods with no dispersion corrections, PBE and PBE0 (with 15% and 35% exchange), shows that a distorted structure is found with all approaches. This distortion is observed by an overestimation of the \( \epsilon \) vector relative to the \( a \) vector. The bond lengths show that this results from an over-estimation of the across-layer distances, with the in-layer values possessing a more reasonable comparison to experiment. The position of the Sn atom is similar for all approaches, indicating that the methods predict the same basic unit cell structure and distortion, with only the percentage difference to experiment changing. For example, PBE predicts an \( a \) lattice vector which is 1.6% larger than experiment, while PBE0 (15%) is more accurate with a percentage difference of 0.6%. This level of agreement is to be expected and is typically seen when comparing DFT and hybrid-DFT approaches.\textsuperscript{23,31,41,142,148} It was possible to approximate the experimental cell volume using a larger amount of exchange (PBE0 with 35%) by exploiting the overbinding associated with Hartree–Fock calculations.\textsuperscript{149} However, since this overbinding occurs for all interactions, and the vdW is still not included, this leads to a \( c \) axis which is slightly too large, an \( a \) axis which is too small and no improvement in the \( c/a \) ratio.

The introduction of the dispersion corrections offers a significant improvement. Firstly, the distortion in the unit cell vectors is removed, with both the \( a \) and \( c \) vectors being very close to experiment. This is further evidenced in the \( c/a \) ratio, which is only 0.2% larger than experiment for PBE-vdW and near-exact for PBE0-vdW. Secondly, the bond lengths, both in-layer and across-layer, are seen to closely resemble their experimental equivalents, with the errors being within 0.2%. Finally, the position of the Sn atom is consistent with experiment, indicating that the dispersion-corrected methodologies not only reproduce the experimental unit cell volume and dimensions, but also the underlying atomic structure of the system.

The inclusion of the 4d states to the valence is seen to have a negligible effect on the structural relaxation, with the error to experiment for all measured structural quantities being very similar to those calculated with the 4d states included in the core. Their inclusion increases the length of time and amount of computational resources required to achieve structural relaxation. While there is less impact for a simple bulk unit cell structure, for large supercell structures, this would result in a more resource intensive approach.

The level of agreement between PBE-vdW and PBE0-vdW, as well as their comparison to experiment, is unsurprising considering that both methods use the same parameter sets and that the value of \( s_{\text{vdW}} \), the percentage of dispersion correction to add, was originally fitted to the experiment structure. The results do however highlight the transferability of the parameter set between different computational approaches. Despite the strengths of the PBE-vdW approach for accurately predicting the structure of SnO, its main failing was its inability to correctly
The calculated total (EDOS) and partial (ion and orbital) density of states (PEDOS) of SnO. The highest occupied state is set to 0.0 eV.

### Table 2

<table>
<thead>
<tr>
<th>Property</th>
<th>PBE76</th>
<th>PBE-vdW76</th>
<th>PBE0</th>
<th>PBE0</th>
<th>PBE0-vdW</th>
<th>PBE0-vdW(+d)</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>3.860 (1.6)</td>
<td>3.801 (0.0)</td>
<td>3.822 (0.6)</td>
<td>3.777 (−0.6)</td>
<td>3.804 (0.1)</td>
<td>3.812 (0.3)</td>
<td>3.801†</td>
</tr>
<tr>
<td>c</td>
<td>5.042 (4.3)</td>
<td>4.843 (0.2)</td>
<td>5.018 (3.8)</td>
<td>4.974 (2.9)</td>
<td>4.840 (0.1)</td>
<td>4.848 (0.3)</td>
<td>4.835†</td>
</tr>
<tr>
<td>(c/a)</td>
<td>1.306 (2.7)</td>
<td>1.274 (0.2)</td>
<td>1.313 (3.2)</td>
<td>1.317 (3.5)</td>
<td>1.272 (0.0)</td>
<td>1.272 (0.0)</td>
<td>1.272†</td>
</tr>
<tr>
<td>Volume</td>
<td>75.14 (7.6)</td>
<td>69.97 (0.2)</td>
<td>73.29 (4.9)</td>
<td>70.96 (1.6)</td>
<td>70.04 (0.3)</td>
<td>70.43 (0.8)</td>
<td>69.85†</td>
</tr>
<tr>
<td>(u)</td>
<td>0.2300</td>
<td>0.2384</td>
<td>0.2296</td>
<td>0.2298</td>
<td>0.2375</td>
<td>0.2377</td>
<td>0.2381</td>
</tr>
<tr>
<td>Sn–Sn (in-layer)</td>
<td>3.582 (1.2)</td>
<td>3.543 (0.1)</td>
<td>3.551 (0.3)</td>
<td>3.515 (−0.7)</td>
<td>3.533 (0.0)</td>
<td>3.546 (0.2)</td>
<td>3.539</td>
</tr>
<tr>
<td>Sn–O (in-layer)</td>
<td>2.252 (1.4)</td>
<td>2.222 (0.1)</td>
<td>2.231 (0.5)</td>
<td>2.207 (−0.7)</td>
<td>2.222 (0.0)</td>
<td>2.227 (0.2)</td>
<td>2.222</td>
</tr>
<tr>
<td>O–O (in-layer)</td>
<td>2.730 (1.6)</td>
<td>2.687 (0.0)</td>
<td>2.702 (0.5)</td>
<td>2.670 (−0.6)</td>
<td>2.690 (0.1)</td>
<td>2.695 (0.3)</td>
<td>2.688</td>
</tr>
<tr>
<td>Sn–Sn (across-layer)</td>
<td>3.855 (4.4)</td>
<td>3.694 (0.0)</td>
<td>3.830 (3.7)</td>
<td>3.790 (2.6)</td>
<td>3.701 (0.2)</td>
<td>3.706 (0.4)</td>
<td>3.693</td>
</tr>
<tr>
<td>Sn–O (across-layer)</td>
<td>4.336 (4.6)</td>
<td>4.149 (0.1)</td>
<td>4.312 (4.0)</td>
<td>4.272 (3.1)</td>
<td>4.152 (0.2)</td>
<td>4.159 (0.3)</td>
<td>4.145</td>
</tr>
<tr>
<td>O–O (across-layer)</td>
<td>5.042 (4.3)</td>
<td>4.843 (0.2)</td>
<td>5.018 (3.8)</td>
<td>4.974 (2.9)</td>
<td>4.840 (0.1)</td>
<td>4.835 (0.3)</td>
<td>4.835</td>
</tr>
</tbody>
</table>

### 3.2 Electronic structure

The calculated total (EDOS) and partial (ion and \(l\)-quantum number decomposed) electronic density of states (PEDOS) determined using the PBE0-vdW methodology with the 4d states in the core are displayed in Fig. 2. To aid in analysis, the VB can be split into three regions of different character. The bottom of the VB, between −10.0 and −8.0 eV, is dominated by Sn s and O p states. The top of the VB, −3.0 to 0.0 eV, is seen to have a similar composition, with some mixing from occupied Sn p states. From previous calculations and analysis by Watson and co-workers, these two regions can be identified as the lone pair, or asymmetric density, formed in many Sn(n) and Pb(n) compounds. The region furthest from the VBM is the bonding combination between the Sn s and O p orbitals, while the region at the top of the VB is anti-bonding in nature. The additional Sn p states in the upper region stabilize the anti-bonding combination, thus allowing the asymmetric density to form and leading to a distorted crystal structure. The section of the VB between these regions is dominated by the O p states, with small contributions from Sn s, p and d states. The CBM is primarily composed of the unoccupied Sn p states, with s, p, d and O 2p states appearing further into the CB.

The EDOS and PEDOS were also calculated with the 4d in the valence, given previously in Fig. 3 ref. 80. From a qualitative view, however, little variation in terms of peak position and magnitude was observed between the two approaches. To further validate the PEDOS determined without the 4d states, the total DOS, occupied O 2p and unoccupied O 2p can be compared to experimental HAXPES, O K-edge XES and XAS spectra, respectively. To enable comparison to be made, the calculated data is weighted according to orbital cross-section and convoluted using a pseudo-Voight function to account for instrumental (Gaussian) and life-time (Lorentzian) broadening, as described previously. Energy alignment between the experiment and calculated spectra was performed for the XES and HAXPES spectra by using the measured O 1s core level and Fermi level energies, respectively. In addition to aligning with the O 1s core-level, a rigid shift towards higher energy is required to compensate for the core-hole final state effect in the XAS. Here, we note excellent agreement between the XAS and the calculated unoccupied O 2p states when a 0.6 eV rigid shift is applied. The excellent agreement between the experiment and calculations given in Fig. 3 validates the simulation results and methodology.

**Fig. 2** The calculated total (EDOS) and partial (ion and \(l\)-quantum number decomposed) electronic density of states (PEDOS) of SnO. The highest occupied state is set to 0.0 eV.
The calculated band structure along the high symmetry points is displayed in Fig. 4, with the inclusion of fatband analysis to indicate the contribution to each band from Sn s, p and O p states. The VBM is located just off-set from the G-point, at a k-point of 0.0405, 0.0405, 0.0000. This is in agreement with the work of Togo et al. who state that the VBM is located between the G and the M-points. The CBM is observed at the M point (0.5000, 0.5000, 0.0000) with an energy of 0.67 eV, meaning that SnO is an indirect band gap material. The smallest direct fundamental band gap is also observed at the M-point, with an energy of 2.76 eV. Experimental data places the indirect and direct gaps at 0.7 and 2.7 eV, respectively, indicating excellent agreement between experiment and simulation. For comparison, the PBE-vdW method predicts indirect and direct fundamental gaps of 0.03 and 1.94 eV, respectively. Therefore, while both methodologies give similar atomic structures for SnO, the PBE0-vdW technique is required to accurately reproduce the electronic structure. The fatband analysis further corroborates the PEDOS that the top of the VB is comprised of Sn s and O p states, while the bottom of the CB is dominated by unoccupied Sn p states.

The inclusion of 4d as valence states was found to give rise to a band structure which was qualitatively the same as that displayed in Fig. 4(a). A small change in the band gaps was observed though, with the indirect and direct fundamental gaps adjusting to 0.67 and 2.71 eV, respectively. The position of the VBM was also seen to shift slightly, moving to 0.0270, 0.0270, 0.0000; however, the top VB is quite flat around the I-point, with the eigenvalues being of similar energy, and therefore this shift is not significant.

To determine the optical band gap of SnO, the Tauc relation is used:

\[
(\alpha h \nu)^n = A(\nu - E_{opt}^g)
\]

where \(A\) is a constant, \(\alpha\) is the absorption coefficient, \(h \nu\) is the photon energy, \(E_{opt}^g\) is the optical gap and \(n\) is an index which is dependent on the type of electronic transition that the absorption results from and is equal to 2 for an allowed direct transition. This means that the optical band gap can be obtained from a plot of \((\alpha h \nu)^2\) vs. \(h \nu\) (Fig. 4(d)) by extrapolating \((\alpha h \nu)^2\) to zero. Extrapolation gives an optical band gap of 2.95 eV. The onset of optical absorption occurs at the M point, the location of the direct fundamental gap, from the highest VB to the CBM but it is very weak. The large increase in optical absorption at ~2.9 eV results from direct VB to CB transitions at
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**Fig. 3** Comparison plots of the weighted PBE0-vdW DOS and experiment. (a) Weighted total DOS with HAXPES; (b) weighted occupied O 2p PEDOS with O K-edge XES; and (c) weighted occupied O 2p PEDOS with rigidly core-hole shifted XAS. All calculated plots are solid, while experimental spectra are dashed. The Gaussian and Lorentzian width parameters (\(w_G\) and \(w_L\), respectively) for deconvolution of the total EDOS and broadening of the PEDOS are given. For the calculated EDOS and PEDOS, the highest occupied state is set to 0.0 eV (solid vertical line), while the experimental Fermi energy (dashed vertical line) is at 531 eV.

**Fig. 4** The calculated band structure of SnO using fatband analysis to indicate the contribution to each band of (a) Sn s, (b) Sn p and (c) O p states. The optical absorption spectrum, \((\alpha h \nu)^2\) vs. \(h \nu\), for SnO is given in (d). In the band structures, the valence band maximum is set to 0.0 eV as indicated by the horizontal green dashed line.
positions between the $I$ and $M$ points. The optical gap of $\approx 2.9$ eV is thus the origin of the near-transparency of SnO, despite its smaller fundamental indirect and direct band gaps.

The curvature of the bands at the VBM and CBM relates to the band-edge effective masses of hole states and electrons, respectively. These can therefore be directly used to obtain an estimate of the respective the p/n-type properties. The effective mass, $m^*$, is calculated by

$$\frac{1}{m^*(E)} = \frac{1}{h^2k} \frac{dE}{dk}, \quad (8)$$

where $E(k)$ is the band-edge energy as a function of wave vector $k$, taken directly from the calculation.\(^\text{155}\) The smaller the band-edge effective mass, the better the expected conductivity. This approach assumes that the bands are parabolic, which clearly does not describe those at the top of the VB; the hole effective mass is therefore not expected to be well-described under a typical semiconductor effective mass description. The bands at the bottom of the CB are more parabolic in nature and should thus be better described. Despite the approximate nature of this approach, the calculated effective masses act as a reasonable guide to the conduction properties, enabling comparisons to be made to other materials, as has been done previously for a large range of p- and n-type materials.\(^\text{27,117,141,148,156}\) The calculated hole effective mass at the VBM is found to be $2.60m_e$ ($2.37m_e$ with valence 4d states). This value is reasonably high and is not conducive to good p-type properties, however, the flat nature of the VBM does not make this value surprising. Conversely, the dispersive CBM has a relatively small electron effective mass of $0.27m_e$ ($0.21m_e$ with valence 4d states), suggesting that the inherent electron mobilities of SnO should be stronger than the hole mobilities.

In previous work, Togo et al.\(^\text{16}\) postulated that p-type conductivity in SnO would occur via a hopping mechanism between the asymmetric densities in the interlayer gap, due to anisotropy in their calculated band structure. A similar anisotropy is observed around the VBM in this study, with the energy of the band changing more rapidly with $k$-point from $I$ towards $Z$ than in the $M$ direction. To explore this further, the charge density of the uppermost VB is plotted in Fig. 5. The partial charge density plots indicate that the asymmetric charge density clouds overlap between layers in the gap, while they are further away from each other moving along the $ab$ plane of a single layer. The analysis of the spatial properties of the asymmetric charge density therefore supports this suggestion.

### 3.3 Neutral and charged defects

The characterization of bulk SnO indicated that the atomic and electronic structure can be adequately described with the 4d states being confined to the core. Therefore, to avoid the large increase in computational cost that their inclusion as valence electrons in supercell calculations would require, all defects have been modelled with the 4d states treated as core electrons.

Four intrinsic defects were modelled: the cation and anion vacancies and interstitials. Within the SnO structure two interstitial positions exist, which have coordination environments of four and five. In accordance with the work of Togo et al.,\(^\text{16}\) the former of these was the least stable, and therefore all mention of interstitial defects refers to the five coordinate site, as shown in Fig. 6(a). The four-coordinate interstitial positions were modelled in their neutral charge state but were higher in energy for both the Sn and O interstitial defects. The atomic displacements and bond length changes of the neutral defective cells are detailed in Table 3 and Fig. 6.

The oxygen defects were found to cause less structural distortion in SnO than the Sn defects. For the oxygen vacancy, Fig. 6(b), in fact there is no significant structural distortion in the cell. For the oxygen interstitial defect, Fig. 6(d), the only significant distortion is seen for the Sn atom it bonds to, displacing it into the layer by 0.322 Å. This displacement causes a subsequent reduction in the surrounding Sn–O bond lengths by 0.156 Å. The resulting bond length between the Sn and the O interstitial atom is 1.910 Å, which is shorter than the normal Sn–O bond length found away from the defect site. When a Sn atom is removed from the cell, Fig. 6(c), the surrounding four O atoms in the same layer relax away from the vacancy site by 0.243 Å. This relaxation gives rise to a reduction of the Sn–O bonds for these O atoms by 0.101 Å. The final defect, the Sn interstitial, causes a more significant distortion to the layers, Fig. 6(e). The interstitial has five Sn atoms nearest-neighbour to it, forming a square-based pyramid. The layer containing the vertex of this pyramid, layer 1, shows a displacement of the Sn and O atoms away from the Sn interstitial by 0.919 and 0.459 Å, respectively. In the layer containing the base of the pyramid, layer 2, the Sn and O atoms move away from the interstitial by slightly less, 0.251 and 0.291 Å, respectively. The distances between the Sn interstitial and the neighbouring Sn atoms, 2.641 and 2.943 Å for layers 1 and 2 respectively, are significantly shorter than that observed within the rest of the lattice, 3.538 and 3.701 Å for the in-layer and across-layer distances. Comparison with the structural data computed with PBE-vdW\(^\text{7}\) shows very close agreement, suggesting that the PBE0-vdW approach has little effect on structural prediction of defective cells relative to PBE-vdW.

To determine the defect formation energies, via eqn (5), the range of Sn and O chemical potentials that SnO is stable over needs to be computed. These chemical potentials represent the
Table 3 PBE0-vdW-calculated bond distances and atomic displacements following intrinsic defect formation in SnO, as well as comparative PBE-vdW-calculated values for the Sn vacancy and O interstitial. All values are given in Å. No values are given for an O vacancy as the defect did not result in any significant structural changes. Layers 1 and 2 refer to those indicated in Fig. 6. All values are given in Å. No values are given for an O vacancy as the defect did not result in any significant structural changes. Layers 1 and 2 refer to those indicated in Fig. 6.† Indicates that the value quoted is the mean over all related distances.

<table>
<thead>
<tr>
<th>Defect type</th>
<th>Distance</th>
<th>PBE0-vdW</th>
<th>PBE-vdW†</th>
</tr>
</thead>
<tbody>
<tr>
<td>O interstitial</td>
<td>Sn displacement</td>
<td>0.322</td>
<td>0.318</td>
</tr>
<tr>
<td>O</td>
<td>Sn</td>
<td>1.910</td>
<td>1.920</td>
</tr>
<tr>
<td>O</td>
<td>Sn</td>
<td>0.231</td>
<td>0.228</td>
</tr>
<tr>
<td>Sn-O</td>
<td>[layer 1]†</td>
<td>2.066</td>
<td>2.071</td>
</tr>
<tr>
<td>Sn vacancy</td>
<td>O displacements†</td>
<td>0.243</td>
<td>0.232</td>
</tr>
<tr>
<td>Sn-O</td>
<td>2.121</td>
<td>2.122</td>
<td></td>
</tr>
<tr>
<td>Sn interstitial</td>
<td>Sn</td>
<td>0.919</td>
<td>—</td>
</tr>
<tr>
<td>Sn</td>
<td>0.251</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>[layer 1]†</td>
<td>0.459</td>
<td>—</td>
</tr>
<tr>
<td>O</td>
<td>[layer 2]†</td>
<td>0.291</td>
<td>—</td>
</tr>
<tr>
<td>Sn</td>
<td>—</td>
<td>2.641</td>
<td>—</td>
</tr>
<tr>
<td>Sn</td>
<td>—</td>
<td>2.943</td>
<td>—</td>
</tr>
<tr>
<td>Sn</td>
<td>—</td>
<td>3.860</td>
<td>—</td>
</tr>
<tr>
<td>Sn-O</td>
<td>[layer 1]†</td>
<td>2.983</td>
<td>—</td>
</tr>
<tr>
<td>Sn-O</td>
<td>[layer 2]†</td>
<td>2.077</td>
<td>—</td>
</tr>
</tbody>
</table>

The O-rich limit is defined by the formation of SnO₂ and therefore has the constraint:

$$\mu_{\text{Sn}} + 2\mu_{\text{O}} \leq \Delta H_{f}^{\text{SnO}_2}$$  \tag{12}

By using eqn (9) and (12), the chemical potentials at the Sn-poor/O-rich limit can be obtained by:

$$\mu_{\text{Sn}} + 2\Delta H_{f}^{\text{SnO}_2} - \Delta H_{f}^{\text{SnO}_2} - \Delta H_{f}^{\text{SnO}}$$  \tag{13}

$$\mu_{\text{O}} = \Delta H_{f}^{\text{SnO}_2} - \Delta H_{f}^{\text{SnO}}$$  \tag{14}

Experimental studies give the formation energies of SnO and SnO₂ as −2.96 and −6.02 eV, respectively.\cite{109} Substitution of these values into eqn (13) and (14) gives values for $\mu_{\text{Sn}}$ and $\mu_{\text{O}}$ of 0.09 and −3.06 eV. The positive $\mu_{\text{O}}$ value implies that SnO has no thermodynamic stability field, which is consistent with its metastability.\cite{110,111} Consequently, this means that it is not possible to define rich and poor limits for Sn and O. In contrast to the experimental results, a standard PBE methodology does allow a narrow stability field to be defined. For example, Togo et al.\cite{121} and Oba et al.\cite{122} defined Sn-rich/O-poor and Sn-poor/O-rich chemical limits in their study using the same approach as described by eqn (9)–(14). At the Sn-poor/O-rich limit, they calculated $\mu_{\text{Sn}}$ and $\mu_{\text{O}}$ values of −0.23 and −2.49 eV, respectively. Similar results are obtained from our previously calculated PBE formation energies.\cite{127} PBE0 was also found to give an extremely narrow stability field for SnO, with $\mu_{\text{Sn}}$ and $\mu_{\text{O}}$ values of −0.04 and −2.59 eV, respectively, at the Sn-poor/O-rich limit. However, previous studies\cite{128,129} have suggested that it is not appropriate to use an erroneous stability field when it is in disagreement with the experimental results, and, regardless, the predicted stability field is so small that it would have little effect on any results. Both the PBE-vdW and PBE0-vdW methodologies, however, agree with experiment by giving positive values of $\mu_{\text{Sn}}$ at the Sn-poor/O-rich limit. The lack of a stability field, in-line with experiment, makes it difficult to calculate...
defect formation energies, as the chemical potentials are required in eqn [5]. In our previous PBE-vdW study, we elected to calculate these at the boundary between \( \alpha \)-Sn metal and SnO\(_2\), \( i.e. \) when \( \mu_{\text{Sn}} \) is equal to 0.00 eV. This is therefore used initially, with the corresponding value of \( \mu_{\text{O}} \) being \(-2.65\) eV, as this is the PBE0-vdW-calculated \( \Delta H_{\text{Sn}}^{\text{SnO}} \).

The defect formation energies for the neutral and charged defects, along with the thermodynamic transition levels between different charge states, are shown for the \( \alpha \)-Sn/SnO\(_2\) limit in Fig. 7(a). For the p-type defects, the formation energies for a neutral Sn vacancy (\( V_{\text{Sn}} \)) and an oxygen interstitial (\( O_i \)) are 1.56 and 1.19 eV, respectively. As the energy difference between these two defects is small, both defects would likely be present in experimental samples. However, while the \( O_i \) remains in its neutral state within the band gap range, the \( V_{\text{Sn}} \) does not. The \( \epsilon_0(\text{p}-1) \) transition level is observed \( 0.39 \) eV above the VBM. This implies, in agreement with the conclusions of Togo et al.\(^5\) and Oba et al.\(^6\) that the observed p-type conductivity is a result of Sn vacancies, not the oxygen interstitials. For a defect to act as a source of conductivity, it must have the transition between charge states close to the VB (p-type) or the CB (n-type). The position of the acceptor states in the band gap (0.39 eV) is in reasonable agreement with photoelectron spectroscopy results which place the Fermi level \( 0.1-0.2 \) eV above the VBM.\(^4\) With regards to the n-type defects at this chemical potential limit, the Sn interstitial (\( S_{\text{ni}} \)) is seen to have transition levels within the band gap, \( 0.24 \) and \( 0.49 \) eV below the CBM for the \(+1/-1 \) transitions, respectively; however its high defect formation energy of \( 4.25 \) eV means that its concentration will be low and unlikely to play any significant effect. The formation energy of the O vacancy (\( V_{\text{O}} \)), however, is seen to be considerably lower, at \( 1.37 \) eV. The transition levels for \( V_{\text{O}} \) donor-states are below the VBM though, meaning that it would not result in n-type conductivity, similar to that seen in Cu\(_2\)O.\(^{121,127,161} \) Despite not having any transition levels within the band gap, the similar formation energy as the p-type defects means that it could limit \( E_{\text{Fermi}} \) from reducing below the top of the VB, limiting hole concentration and conductivity.

The defect character described at the \( \alpha \)-Sn/SnO\(_2\) limit is in contrast with the experimental observation of good p-type conductivity. In addition, the chemical potentials given at the \( \alpha \)-Sn/SnO\(_2\) limit are not consistent with the observed Sn-deficiency/O-excess observed in experimental thin films. Therefore, to further understand the effect of the chemical potential on the defect properties of SnO, they were adjusted so that \( \mu_{\text{Sn}} = \mu_{\text{O}} \). The resultant transition level diagram for this is given in Fig. 7(b). Although the position of the transition levels is not dependent on the chemical potential, the formation energies are. From the \( \alpha \)-Sn/SnO\(_2\) limit, the decrease in \( \mu_{\text{Sn}} \) and the increase in \( \mu_{\text{O}} \) causes a stabilization of p-type defects and a corresponding destabilization of the n-type defects. Thus the formation energies for \( V_{\text{O}} \) and \( S_{\text{ni}} \) become 2.70 and 5.58 eV, respectively; while those for \( V_{\text{Sn}} \) and \( O_i \) reduce to \( 0.24 \) and \( -0.14 \) eV. This chemical potential range therefore means that the \( V_{\text{O}} \) would no longer be likely to pin \( E_{\text{Fermi}} \) as its concentration would be too low to be significant. However, the formation energy of the \( O_i \) becomes negative, indicating spontaneous formation, which is undesirable as it would ultimately move away from the metastability of SnO and lead to the formation of SnO\(_2\).

A third set of chemical potentials were therefore trialled, the transition level diagram for which is detailed in Fig. 7(c). These chemical potentials, where \( \mu_{\text{Sn}} \) and \( \mu_{\text{O}} \) were set to \(-1.00 \) and \(-1.65 \) eV, respectively, were adjusted to give conditions which favour small, positive defect formation energies for the p-type
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**Fig. 7** Transition level diagrams for the intrinsic defects of SnO under differing conditions, where the Sn chemical potential is set to (a) 0.00 eV (i.e. the boundary between \( \alpha \)-Sn metal and SnO\(_2\)), (b) \(-1.33 \) and (c) \(-1.00 \) eV.
defects (desirable for a good p-type conductor). The defect formation energies for the corresponding $V_{\text{Sn}}$ and $O_2$ are 0.56 and 0.19 eV, respectively, while those for the $V_O$ and $Sn_4$ are 2.37 and 5.25 eV, respectively. These chemical potentials therefore describe a system which would show good p-type conduction properties via the formation of charged Sn vacancies, without the holes being compensated by the n-type defects. Experimental conditions which mimic these chemical potentials should thus lead to a thin film with reasonable p-type character.

The metastability of SnO makes the definition of chemical potentials, and hence the resultant thermodynamic defect chemistry, difficult. However, the results above indicate that the control of the growth conditions can be hugely important for the resultant conduction properties of the thin films. Epitaxial SnO films formed using PLD are typically grown at reduced partial pressures of $O_2$ ($4 \times 10^{-3}$ Pa) and slightly elevated temperatures ($575 ^\circ C$), which would act to reduce $\mu_{\text{Sn}}$ relative to $\mu_{\text{Sn}}$. The low partial pressure of $O_2$ is required for SnO growth as high partial pressures lead to the formation of SnO$_2$. Once SnO is generated, it may be possible to increase the partial pressure to enhance the formation of p-type defects. Although the direct computation of a partial pressure from chemical potentials is not possible without the assumption of a fixed Sn chemical potential, contradicting eqn (9), the results of this study are consistent with experiment.

4 Discussion

The central aim of this study was twofold: (i) to demonstrate the use of a hybrid-DFT methodology with dispersion corrections for the accurate modelling of SnO, and (ii) to provide an accurate description of the native intrinsic defects of SnO. For the first objective, the PBE0-vdW was found to give an excellent reproduction of the atomic structure of SnO, with similar differences to experiment as had been observed previously with a PBE-vdW method. Of importance are the $c/a$ ratio and the fractional coordinate of the Sn atom, both of which were very close to experiment. Comparison of the PBE0-predicted cell further demonstrated the need for the dispersion corrections, as while it gave improvements over the standard-PBE approach, it still gave a distorted cell. The area that the PBE0-vdW method provided significant improvement over PBE-vdW was in the electronic structure. While PBE-vdW underestimated both the indirect and direct fundamental band gaps in SnO, PBE0-vdW reproduced the experimental values with little error. This demonstrates that not only are dispersion corrections essential for modelling a material such as SnO, but also an approach that ensures the correct electronic structure is needed, such as hybrid-DFT.

The defect chemistry of SnO was previously considered by Togo et al. and Oba et al. using a PBE methodology. The defect formation energies that they determined at the Sn-rich/O-poor limit, based on an erroneous stability field, can therefore be compared to those determined in this study at the Sn metal/SnO$_2$ boundary [where $\mu_{\text{Sn}} = 0$ eV]. For the p-type defects, the PBE0-vdW formation energies for the $V_{\text{Sn}}$ and $O_2$ were 1.42 and 1.20 eV, respectively. Very close agreement is observed with those reported by Togo et al., their respective energies being $\sim$1.5 and $\sim$1.2 eV. While they also predicted the $O_2$ to remain unionised, a more significant discrepancy is observed when contrasting the transition levels they predict for the $V_{\text{Sn}}$. Due to their severely underestimated band gap (0.29 eV) and GGA methodology, they predict the $\epsilon_d(0/−1)$ and $\epsilon_d(−1/−2)$ positions to be approximately 0.03 and 0.08 eV, respectively, above the CBM. This is considerably shallower than PBE0-vdW predicts, which places the $\epsilon_d(0/−1)$ level 0.39 eV above the CBM.

For the n-type defects, even more discrepancy is observed. Firstly, the defect formation energies of Togo et al. are lower, with their results actually predicting $V_O$ to possess the lowest formation energy of all of the intrinsic defects. They also predict the formation of donor states in the band gap, with $\epsilon_d(2/+1)$ and $\epsilon_d(1/+0)$ levels at approximately 0.13 and 0.11 eV below the CBM, respectively, indicating that the n-type defect would dominate. At conditions they term ‘O-rich/Sn-poor’ ($\mu_{\text{Sn}} = −0.23$ eV; $\mu_O = −2.49$ eV), the formation energy for the $V_O$ is still predicted to be comparable to the $V_{\text{Sn}}$, meaning that they will likely still compete with the p-type defects. To compensate for the under-predicted band gap, both Togo et al. and Oba et al. applied a rigid shift to their CBM and $V_O$ transition levels. However, the results still described a system where the acceptor and donor states would cancel. Oba et al. did estimate a higher formation energy for $V_O$, but predicted an $\epsilon_d(2/+0)$ level $\sim$0.12 eV below the CBM (within a 0.7 eV band gap), with the charged $V_O$ states crossing with the charged $V_{\text{Sn}}$ line which would result in a pinning of the Fermi level $\sim$0.1 eV above the CBM. As the change in conditions, and hence chemical potential, affects only the defect formation energy and not the position of transition levels, this means that the material would be insulating under all conditions. This description is clearly in contrast to the experimentally-observed p-type conductivity. The deficiencies in the GGA-predicted transition level diagram are a direct result of the method used, which gives more delocalised electrons, and hence shallow states and lower formation energies. This therefore further illustrates the requirement of a hybrid-DFT approach for accurately modelling the defect properties of SnO, such as the PBE0-vdW methodology presented here.

It is also instructive to compare the calculated transition levels of this study with those predicted for other p-type materials, in an effort to gauge the effectiveness of SnO. Cu$_2$O, CuAlO$_2$ (ref. 28) and CuCoO$_2$ (ref. 23) have all had detailed studies made of their defect chemistry to elucidate their p-type properties. The dominant intrinsic defect in all three materials is the Cu vacancy. In Cu$_2$O, there are two forms of the vacancy with similar formation energies, the simple vacancy and a ‘split’ vacancy where a copper ion in a nearest-neighbour position moves to be equidistant between its position and the vacancy. These two defects exhibit reasonably deep $\epsilon_d(0/−1)$ levels 0.22 and 0.47 eV above the CBM. Of the Cu-based delafossites CuAlO$_2$ and CuCoO$_2$, the latter has been shown to possess a higher undoped conductivity, with reported hole mobilities of 11 cm$^2$ V$^{-1}$ s$^{-1}$ and carrier concentrations of $4.75 \times 10^{17}$ cm$^{-3}$. The $\epsilon_d(0/−1)$ transitions for the Cu vacancy in CuCoO$_2$ and CuAlO$_2$ are found to be 0.37 and 0.68 eV above the CBM, respectively. The acceptor levels in SnO are predicted to be 0.39 eV above the CBM. This indicates that whilst the transition is not shallow, it is comparable with CuCoO$_2$, CuAlO$_2$, and Cu$_2$O.
which is currently the best p-type transparent conducting oxide and has attracted attention for p-type devices, with doping used to enhance the conductivity and reduce its high inherent resistivity. SnO is thus suggested to be at least comparable to the present generation of materials which are being investigated for use in p-type devices. Although the formation energy for the Sn interstitial defect is predicted to be high, the $e_{\text{Sn}}(+1/0)$ level is observed 0.24 eV below the CBM. In contrast, the dominant intrinsic defects in the n-type semiconductors ZnO and SnO$_2$ are O vacancies, which exhibit deep $+2/0$ levels 1.23 and $\sim 0.9$ eV below their respective CBMs,$^{12,92}$ and thus require doping. Similar intrinsic defects are seen in SnO which would indicate that donor doping would be therefore required to make n-type SnO, which is consistent with its low CB edge.$^{90}$

5 Conclusions

This study has detailed how the coupling of a hybrid-DFT methodology with empirical dispersion corrections can give rise to the accurate prediction of both the atomic and electronic structure of SnO. Specifically this was achieved with a PBE0-vdW approach, with 15% Fock exchange. Analysis of the electronic structure, in addition to comparison with experimental spectra, shows that the top of the VB is primarily comprised of Sn s and O p states, while the unoccupied Sn p states dominate the bottom of the CB. An indirect fundamental band gap is found of 0.67 eV with a direct fundamental gap of 2.7 eV. The optical band gap is calculated as $\sim 2.9$ eV which explains the near-intrinsic defects of SnO thin films.

The PBE0-vdW methodology has been utilized to carry out a detailed study of the intrinsic defects of SnO to investigate its p-type and n-type conduction properties. As the definition of appropriate chemical potential limits is made difficult due to the lack of a thermodynamic stability field, the defects have been assessed at three different limits to understand the effect of the growth conditions. Overall, the results indicate that n-type conductivity will not arise from the intrinsic dopants, due to high Sn$_0$ formation energy and the $V_{\text{Sn}}$ remaining un-ionised within the band gap. The p-type defects are observed to have similar, low formation energies, however, the O$_i$ is found to be un-ionised within the band gap and thus not a source of p-type conductivity. The p-type properties instead arise form the $V_{\text{Sn}}$, which shows a $0/\sim 1$ transition level 0.39 eV above the VBM. This indicates that whilst the transition level is relatively deep, SnO should, at least, show p-type properties comparable with the best transparent p-type materials, such as CuO$_2$. However, analysis of the effect of chemical potentials on the defect formation energies indicate care must be taken to not stabilize the formation of $V_{\text{O}}$ such that they limit hole formation and hence conductivity.
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