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Cu3MCh3 (M = Sb, Bi; Ch = S, Se) as candidate solar cell
absorbers: insights from theory

Aoife B. Kehoe,a Douglas J. Temple,a Graeme W. Watson*a and David O. Scanlon*b

As the thin film photovoltaic sector continues to expand, there is an emerging need to base these

technologies on abundant, low cost materials in place of the expensive, rare, or toxic elements such as

Te, In, or Cd that currently constitute the industry standards. To this end, the geometric and electronic

structure of four materials comprising low cost, earth abundant elements (Cu3SbS3, Cu3SbSe3, Cu3BiS3,

and Cu3BiSe3) are investigated with the screened hybrid exchange–correlation functional HSE06 and

their candidacy for use as absorber materials assessed. The materials are shown to exhibit low VBM

effective masses, due partially to the presence of lone pairs that originate from the Sb and Bi states.

Although all four materials possess indirect fundamental band gaps, calculated optical absorbance

shows direct transitions close in energy. Optical band gaps within the visible-light spectrum are also

predicted for three of the systems, (Cu3SbSe3, Cu3BiS3 and Cu3BiSe3) making them promising candidates

for PV applications.

1 Introduction

In an increasingly energy-dependent global society, the develop-
ment of solar cell technologies that are sustainable, economically
viable, and environmentally friendly is of paramount importance.1

Ideal materials for solar cell absorbers are semiconductors with a
direct optical band gap of around 1.5 eV and a high absorption
coefficient of a E 105 cm�1.2 In recent times, thin film photo-
voltaic (PV) semiconductor research has been dominated by CdTe
and Cu(In,Ga)Se (CIGS),3–6 which at 17.3% and 20.3%, respec-
tively, have the highest efficiencies of any thin film solar cell
absorbers.7,8 However, these materials are not ideally suited to
widespread application due to the toxicity of Cd and the scarcity of
In and Te. In 2000 it was estimated that the availability of In and
Te will limit the ultimate electricity-generating capacity of these
materials to 4% of the current global demands for CdTe and 1%
for CIGS.9 Therefore, there is a pressing need to develop PV
systems which are both environmentally sound and based on
more abundant materials, such as Cu2ZnSnS4 (CZTS), Cu2ZnSnSe4

(CZTSe), ZnSnP2, and Si3AlP.10–14

Binary, ternary, and quaternary copper chalcogenide materials
have been widely investigated as promising candidates for use
in optoelectronic devices such as PV cells, optical recording
media, and thermoelectrics.15–22 In particular, CZTS and CZTSe

have undergone widespread research as potential PV absorbers,
comprising relatively inexpensive and non-toxic elements, pos-
sessing band gaps in the range 1.0–1.6 eV, and having reached
efficiencies of 10.1%.10,11,21,23–27

The high availability and low cost of Sb and Bi makes com-
pounds containing these elements, such as Sb2Se3,28,29 Cu3MCh3

(M = Sb, Bi; Ch = S, Se),19 and CuMCh2 (M = Sb, Bi; Ch = S,
Se),20,30,31 worthy of investigation as alternatives to current PV
materials. The US Geological Survey lists the global reserves of
Sb and Bi at 1 800 000 and 320 000 tonnes, respectively, which are
substantially more than the global reserves of Te (24 000 tonnes)32

and In (estimated at 11 000 tonnes in 200833 and 2 800 tonnes
in 200734). In addition, Bi can be directly obtained from Bi ore,
but lack of demand means that this method is typically not
used over the indirect method of obtaining Bi as a by-product of
lead refining.35 Interestingly, a recent computational study by
Yu et al. utilized an inverse design method to identify materials
with a suitable solar absorption defined as the spectroscopic
limited maximum efficiency (SLME), and identified Cux-V-VIy

materials as worthy of further investigation.36 In this work we
focus on the Cu3-V-VI3 family of materials, specifically Cu3MCh3

(M = Sb, Bi; Ch = S, Se).
There are three known temperature-dependent polymorphs

of Cu3SbS3.37 One is an orthorhombic structure analogous to
Wittichenite (Fig. 1(a)) with lattice vectors a = 7.884 Å, b =
10.221 Å, and c = 6.624 Å38 and space group P212121. Each Sb is
coordinated to three S ions in a pyramidal-like geometry. The
Cu atoms are in a distorted trigonal planar coordination to
three S atoms. There are two environments for S: a distorted

a School of Chemistry and CRANN, Trinity College Dublin, Dublin 2, Ireland.

E-mail: watsong@tcd.ie
b University College London, Kathleen Lonsdale Materials Chemistry, Department of

Chemistry, 20 Gordon Street, London WC1H 0AJ, UK. E-mail: d.scanlon@ucl.ac.uk

Received 14th June 2013,
Accepted 15th July 2013

DOI: 10.1039/c3cp52482e

www.rsc.org/pccp

PCCP

PAPER

Pu
bl

is
he

d 
on

 1
7 

Ju
ly

 2
01

3.
 D

ow
nl

oa
de

d 
by

 T
ri

ni
ty

 C
ol

le
ge

 D
ub

lin
 o

n 
27

/0
1/

20
14

 1
0:

47
:3

6.
 

View Article Online
View Journal  | View Issue

http://dx.doi.org/10.1039/c3cp52482e
http://pubs.rsc.org/en/journals/journal/CP
http://pubs.rsc.org/en/journals/journal/CP?issueid=CP015037


15478 Phys. Chem. Chem. Phys., 2013, 15, 15477--15484 This journal is c the Owner Societies 2013

tetrahedral arrangement where the S is coordinated to one Sb
and three Cu atoms, and a distorted trigonal planar structure
with S coordinated to one Sb and two Cu atoms. Cu3SbS3 is
stable in this form below 263 K, which was therefore used as
the starting structure in this study because all calculations were
performed at 0 K. Skinnerite (Fig. 1(b)) is a structure of space
group P21/c and lattice parameters a = 7.814 Å, b = 10.242 Å, and
c = 13.273 Å.39 It is adopted by Cu3SbS3 between 263 K and
395 K and consists of a small alternating distortion of the layers
found in the low temperature structure. A third structure, an
orthorhombic lattice with space group Pnma (Fig. 1(c)), exists at
temperatures greater than 395 K. It contains Cu ions that have
both three- and four-fold coordination to S, and Sb in trigonal
pyramidal coordination to the anion. S exhibits five-fold coordi-
nation to four Cu and one Sb in a distorted trigonal bipyramidal
geometry.

Cu3SbSe3 is isostructural to this third polymorph of Cu3SbS3

at room temperature, with lattice constants of a = 7.9865 Å, b =
10.6138 Å, c = 6.8372 Å.40 Cu3BiS3 (Wittichenite) has the same
structure as the low temperature phase of Cu3SbS3 with lattice
vectors a = 7.723 Å, b = 10.395 Å, c = 6.716 Å.41 No crystal
structure data was found for Cu3BiSe3 so the structures of both
Cu3SbSe3 and Wittichenite were tested as starting points for the
optimization process, with the Cu3SbSe3 structure found to be
0.44 eV lower in energy than the Wittichenite structure and there-
fore used here. An additional justification for using the Cu3SbSe3

structure is that the two sulphide materials are isostructural at the
simulation temperature, so the assumption that the two selenide
structures are also isostructural is reasonable.

Of the four materials, Cu3BiS3 (Wittichenite) has been studied
the most extensively.42–46 It can be easily synthesized as thin films
from starting materials that are relatively inexpensive and much
less toxic than Cd. It is a p-type semiconductor with high optical
absorbance in the visible region42 and has a direct, forbidden,
optical band gap of 1.4 eV.44 Evidence of hole trapping has been
observed, allowing for prolonged lifetime of electrons in the con-
duction band.45 These properties make Cu3BiS3 thin films appear
to be an appealing material for use as an absorber in PV cells.

Previous studies on low temperature Cu3SbS3 have mainly
focused on nanorods47 and nanowires of the Skinnerite phase,
for which an indirect optical band gap of 2.95 eV was deter-
mined,48 a value much too high for an efficient absorber
material. Meanwhile, Cu3SbSe3 has been reported to display
p-type conductivity and a direct optical band gap of 1.68 eV,49

making it a potential absorber candidate. Cu3BiSe3 has yet to be
considered as a potential solar cell absorber, with only one
recent publication on the material, which examined the phases
of Cu–Bi–Se systems.50

In this study, we explore the geometry, electronic structure
and optical properties of the copper chalcogenide series,
Cu3MCh3 (M = Sb, Bi; Ch = S, Se), using screened hybrid density
functional theory (DFT) methods. We also consider the effect of
the lone pairs on Sb and Bi on the electronic structure. From
this, we discuss the potential suitability of these materials to
applications as solar cell absorbers.

2 Computational methods

The systems were modeled using periodic DFT in the Vienna
ab initio Simulation Package (VASP).51,52 Calculations were
performed with the screened hybrid density functional of Heyd,
Scuseria, and Ernzerhof (HSE06).53 HSE06 was chosen over
other hybrid functionals such as B3LYP54 or PBE055 as, unlike
its alternatives, HSE06 is a screened functional. In the HSE06
method, the exchange–correlation energy (EHSE06

xc ) and the
Coulomb potential are partitioned into long range (LR) and
short range (SR) terms. 25% exact exchange obtained from
Hartree–Fock calculations (EFock,SR

x ) is combined with the
inexact SR exchange (EPBE,SR

x ) of DFT, while the DFT LR
exchange (EPBE,LR

x ) and correlation (EPBE
c ) are unaffected. Speci-

fically, the general gradient approximation (GGA) of Perdew,
Burke, and Ernzerhof (PBE)56 is utilized here, and the Coulomb
potential is partitioned into LR and SR terms using a screening
parameter of 0.207 Å�1.

EHSE06
xc = EHSE06,SR

x + EPBE,LR
x + EPBE

c (1)

Fig. 1 Crystal structures of (a) Wittichenite, (b) Skinnerite, and (c) Cu3SbSe3. Cu atoms are shown as gray, Sb/Bi as red, and S/Se as yellow.
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where

EHSE06,SR
x = 1

4EFock,SR
x + 3

4EPBE,SR
x (2)

The long range nature of the Hartree–Fock exchange in both
B3LYP and PBE0 incurs substantial computational constraints,
while in HSE06, partitioning the exchange–correlation energy
into short range and long range terms and only considering
short range mixing with Hartree–Fock exchange greatly reduces
the computational cost.53 In addition, HSE06 has been shown
to give equivalent and even improved results compared to PBE0
and B3LYP in a number of systems despite performing calcula-
tions in a significantly reduced timeframe.57–59

Results obtained using the hybrid approach have been shown
to be in better agreement with experimental data for structures
and band gaps when compared to standard DFT functionals.60–68

For the purpose of comparison, calculations were also carried out
with GGA + U (U3d

Cu = 5.2 eV,69–71), where the +U correction of
Dudarev et al.72 acts as an energetic penalty to the delocalization
of states.

Interactions between the core of each atom (Cu:[Ar], Sb:[Kr],
Bi:[Xe], S:[Ne], Se:[Ar]) and the valence electrons were described
using the projector-augmented wave (PAW) method.73,74 A plane
wave energy cut off of 300 eV and a k-point sampling of 3� 2� 3
were used for all systems. A convergence criterion for the
residual forces on each atom of 0.01 eV Å�1 was employed.
VESTA was used to carry out visual and structural analysis of
the systems.75

For each material, optimization of the atomic positions and
lattice vectors was performed, and the resulting energy–volume
curves were fitted to the Murnaghan equation of state to obtain
the equilibrium bulk cell volume.76 Electronic density of states
(EDOS) and band structure calculations were carried out, with
the symmetry labels used in the band structures taken from
Bradley and Cracknell.77 The transversal approximation and
PAW method were used to compute the optical transition
matrix elements and the optical absorption spectrum.78 This
methodology sums the adsorption spectra over all direct valence
band (VB) to conduction band (CB) transitions, and indirect and
intraband adsorptions are not considered.79 Previous studies
have shown this single particle transition method to provide
reasonable optical absorption spectra,80–86 despite the electron–
hole correlations not being addressed.

3 Results

The lattice parameters for each material, obtained after the
structural relaxation, are shown in Table 1. GGA + U is seen to
overestimate all of the lattice constants in comparison with
experimental values, while HSE06 calculations result in under-
estimation of some parameters and overestimation of others.
The magnitude of the difference between the computational
and experimental values is in almost all cases smaller for HSE06
than for GGA + U. Notably, both functionals overestimate the a
lattice vector for all systems relative to experiment, indicating
that the lone pairs which are present in this direction are

distorting the simulated structures. No experimental data was
available for Cu3BiSe3, although the volume of the relaxed unit
cell was found to be 600.93 Å3, greater than that of the other
cells due to the relative sizes of the constituent atoms.

The total and partial (l-decomposed) EDOS of each system
has been plotted in Fig. 2 and shows a similar distribution of
the electronic states in all fours systems. The lowest energy
states shown, labeled as features I and II, are predominantly
S/Se and Sb/Bi s states, respectively, with a small amount of
anion p-state mixing. The VB, represented by the dense region
of states between �6 and 0 eV (features III through V), is mostly
comprised of Cu d, Sb/Bi p, and S/Se p states, although there
is also a small amount of Sb/Bi s density present. The CB
(feature VI) consists almost entirely of both Sb/Bi and S/Se
p states, with some minor S/Se s contribution. The Sb/Bi s states
are at the bottom of the VB, too low in energy to interact with
the Sb/Bi p states.87 However, through mixing of these s states
with the anion p states, a filled antibonding state is produced at
the top of the VB where the Sb/Bi s states can mix with the
Sb/Bi p states.88,89 This results in lone pair states on the Sb and
Bi ions, as evidenced by the anisotropic charge distribution
surrounding these atoms in the charge density plots in Fig. 3.
The square of the absorption coefficient as a function of photon
energy is plotted in Fig. 4 for all four systems. The direct, optical
band gaps for Cu3SbS3, Cu3BiS3, Cu3SbSe3, and Cu3BiSe3, as
calculated by HSE06, are 2.13 eV, 1.76 eV, 1.79 eV, and 1.43 eV,
respectively. Cu3SbSe3, Cu3BiS3 and Cu3BiSe3 have optical band
gaps within the optimal range, with Cu3BiSe3 having the closest
optical band gap to the optimum value of 1.5 eV.

As seen in the band structures (Fig. 5), all the materials
studied showed an indirect fundamental band gap from the
VBM at G to the conduction band minimum (CBM) at U. The
fundamental band gaps of Cu3SbS3, Cu3SbSe3, Cu3BiS3, and
Cu3BiSe3 were calculated by HSE06 to be 2.02 eV, 1.50 eV, 1.69 eV,

Table 1 Lattice vectors and volumes for minimum energy structures of the
materials (values in parentheses are % difference to experimental values). Lengths
are reported in Å and volumes in Å3

Expt.a GGA + U HSE06

Cu3SbS3 a 7.884 8.162 (3.52) 8.018 (1.70)
b 10.221 10.291 (0.68) 10.111 (�1.07)
c 6.624 6.744 (1.80) 6.621 (�0.05)
V 533.78 566.38 (6.11) 536.78 (0.56)

Cu3SbSe3 a 7.987 8.092 (1.32) 8.058 (0.89)
b 10.614 10.730 (1.10) 10.598 (�0.15)
c 6.837 7.017 (2.63) 6.945 (1.58)
V 579.57 609.27 (13.00) 593.17 (2.35)

Cu3BiS3 a 7.723 7.908 (2.39) 7.857 (1.74)
b 10.395 10.474 (0.76) 10.332 (�0.61)
c 6.716 6.843 (1.89) 6.847 (1.95)
V 539.16 566.71 (5.11) 555.86 (3.10)

Cu3BiSe3 a — 8.063 8.025
b — 10.804 10.652
c — 7.093 7.030
V — 617.94 600.93

a Cu3SbS3 (ref. 38), Cu3SbSe3 (ref. 40), and Cu3BiS3 (ref. 41).
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and 1.17 eV, respectively, as shown in Table 2. However,
optical analysis performed with HSE06 reveals that the onset
of direct optical absorption in each of the materials is from
the highest valence band to the lowest conduction band at
the G point.

Estimation of the effective mass at the band edges shows
that for each of the materials, the lowest effective mass is in the
G–X direction for the VB and in the U–Z direction for the CB
(Table 3). The magnitude of the effective mass indicates a
dependence on whether the material is a sulphide or a selenide,
with the latter displaying lower hole and electron effective
masses than the former. That the nature of the anion has a
significant effect on the effective masses is consistent with the
density of anion p states at the both the VBM and CBM, as seen
in the EDOS (Fig. 2). Cu3BiS3 has an experimentally determined
effective hole mass of 0.35 me,46 which is in good agreement
with our calculated value of 0.432 me. The small discrepancy
with the calculated value may be as a result of the calculation
not accounting for spin–orbit coupling, a notable factor when
describing the curvature of bands of systems with heavy atoms
such as Bi.90,91 To check this, GGA + U band structure calcula-
tions with and without spin–orbit coupling were performed for
Cu3BiS3 and Cu3BiSe3, giving effective hole masses of 0.477 me

for Cu3BiS3 and 0.249 me for Cu3BiSe3 along the G–X direction

Fig. 2 Total and partial electronic density of states (with appropriate scaling) (a) Cu3SbS3, (b) Cu3SbSe3, (c) Cu3BiS3, and (d) Cu3BiSe3 as calculated with HSE06. The
valence band maximum (VBM) has been set to 0 eV.

Fig. 3 Charge density plots of (a) Cu3SbS3 and (b) Cu3BiS3. Cu ions are shown as
gray, Sb/Bi ions as red, and S/Se ions as yellow. The electron density is shown at
0.05 eV Å�3.

Fig. 4 The absorption coefficient squared (a2) versus photon energy (eV) for
each material. Linear regression (shown as dotted lines) is used to determine the
optical band gap.
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with the spin–orbit coupling, compared to 0.432 me for Cu3BiS3

and 0.230 me for Cu3BiSe3 without. The inclusion of a spin–
orbit term results in a slight increase in the hole effective mass
of both systems, indicating that the calculations without spin–
orbit coupling are reasonable. For all materials, the overall
effective mass in the VB is lower than that of the CB, suggesting
that these materials will display better hole mobility than

electron mobility, in agreement with experimental evidence that
they are p-type.43,44

4 Discussion

As seen from the EDOS, while the Sb/Bi valence s states
contribute mainly to a large peak at around 10 eV below the
VBM, they also provide a small amount of density in the VB.
This is due to the lone pair effect associated with the heavy
metals in groups 13–16, for which there are two stable oxidation
states (the group valency n and n � 2) as a result of mixing
between the ns electrons and the np electrons. However,
although classical lone pair theory is based on the direct mixing
of these two states, the metal s states are generally too far in
energy below the VB to interact with the metal p states, as has
been shown by a number of computational studies and con-
firmed by experiment.92–95 The rationale behind the mixing of
the Sb/Bi s and the p states in spite of the energy difference is a
result of the revised lone pair theory.87

In agreement with this model, the Sb/Bi s states mix with
some anion p density at around �10 eV (relative to the VBM),
creating a filled antibonding state at the VBM. This accounts
for the minor Sb/Bi s state contribution to the VB, where it can
interact with the unfilled Sb/Bi p states in the CB to create the
lone pair effect. As group 16 p states increase in energy down
the group, the p states of S have a greater interaction with the
cation s states than those of Se. Therefore, the lone pair mixing is
most in evidence in the sulphides.87,93 For lone pair dependence
on metal variation, relativistic effects on the core electrons in Bi
lower the energy of the 6s states, thereby increasing the gap
between the 6s and p states and reducing the lone pair effect
relative to the Sb chalcogenides.87 Therefore, lone pairs have the
greatest influence in Cu3SbS3 and the least in Cu3BiSe3.

It is important that a good absorber material possesses
adequate conductivity, a band gap within the optimal range,
and the ability to readily absorb photons. Cu3SbS3 has a
band gap greater than the viable window of 0.9 eV to 1.8 eV,96

Fig. 5 Band structures of (a) Cu3SbS3, (b) Cu3SbSe3, (c) Cu3BiS3, and (d) Cu3BiSe3,
calculated with HSE06. In each case the VBM has been set to 0 eV.

Table 2 Results for both the GGA + U and HSE06 calculations of the direct (Ed
g) and indirect (Ei

g) band gaps of CuMCh3 (M = Sb, Bi; Ch = S, Se). Linear regression
(denoted by the dotted lines) of the optical absorption in Fig. 4 was used to estimate the optical band gaps (Eo

g). Experimental values are listed for comparison, with
(d) and (i) denoting reported direct and indirect optical band gaps, respectively

Ed
g(GGA + U) Ed

g(HSE06) Ei
g(GGA + U) Ei

g(HSE06) Eo
g(GGA + U) Eo

g(HSE06) Eexpt.
g

Cu3SbS3 1.33 2.14 1.22 2.02 1.61 2.13 2.95 (i)48

Cu3SbSe3 1.11 1.77 0.89 1.50 1.37 1.76 1.68 (d)49

Cu3BiS3 1.15 1.77 1.09 1.69 1.59 1.79 1.4 (d)44

Cu3BiSe3 0.94 1.41 0.68 1.17 1.21 1.43 —

Table 3 The calculated effective mass of carriers in the VB and CB

Valence band (me) Conduction band (me)

G - X G - Y G - Z U - X U-Z

Cu3SbS3 0.453 1.471 1.196 0.779 0.505
Cu3SbSe3 0.245 0.902 1.112 0.554 0.378
Cu3BiS3 0.432 1.286 1.481 0.679 0.522
Cu3BiSe3 0.256 1.037 1.045 0.526 0.312
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making it immediately unappealing as an absorber material.
Our HSE06 calculated band gap for Cu3SbS3 is significantly
underestimated compared to the only recorded experimental
value of 2.95 eV.48 However, the previously reported value was for
the Skinnerite structure, whereas we have studied the material in
its low temperature phase, and additionally, the particles studied
were nanorods so it is reasonable that the band gap was
potentially subject to quantum confinement effects. Regardless,
even the value obtained from our calculations is considered too
high for potential solar cell application.

Examining the fundamental indirect band gaps of the other
systems, all three fall within the acceptable range. Cu3SbSe3 has
a predicted optical band gap greater than the observed optical
band gap of 1.68 eV,49 perhaps due to HSE06 overestimating
the band gap, a tendency of the functional that has been
previously observed.97,98 Analysis of the direct, allowed optical
transitions from VB to CB for Cu3BiS3 indicates that there
exists a direct, allowed absorbance at an energy equal to the
difference in the eigenvalues of the VB and CB at the G point,
contrary to the experimental result of the absorbance being a
direct, forbidden transition;44 the optical band gap is also
overestimated with respect to the experimental value of 1.4 eV.44

Of the four materials, Cu3BiSe3 has the closest optical band gap to
the optimum band gap of 1.5 eV for PV devices.2

For all the materials studied, the overall effective mass of the
VB is lower than that of the CB, suggesting that these materials
are likely to display hole mobility over electron mobility, which
is consistent with experimental evidence that these materials
are p-type in nature.43,44 Despite the indirect nature of their
band gaps (meaning that the lowest electronic transitions must
be phonon-assisted and hence lowering the PV efficiency of the
material99), Cu3BiS3, Cu3SbSe3, and Cu3BiS3 all possess optical
band within the optimum spectral range for PV absorbers. The
difference between the fundamental indirect band gaps and
the optical band gaps is small in all three cases, meaning that
these materials should be more efficient than c-Si absorbers
and should still be suitable for thin film PV applications. To
truly understand the conductivity of this material, however, a
full defect analysis of this system and valence band alignment
would need to be undertaken and, in light of the promising
results reported herein, is certainly warranted.

5 Conclusions

The geometry, electronic structure, and optical properties of
Cu3MCh3 (M = Sb, Bi; Ch = S, Se) were investigated using
screened hybrid DFT, and the materials’ suitability as potential
absorber layers for PV devices was assessed. All materials were
shown to possess reasonably low effective masses at the VBM,
and lower VBM effective masses compared to CBM effective
masses, with the increased curvature at the VBM clearly influ-
enced by the lone pair effects on Sb and Bi. The fundamental
band gaps of all four materials are indirect in nature, but their
optical band gaps are very close in energy, with the optical band
gaps of Cu3SbSe3 (1.76 eV), Cu3BiS3 (1.79 eV), and Cu3BiSe3

(1.43 eV) being within the accepted spectral range for PV absorbers.

Therefore, Cu3SbSe3, Cu3BiS3, and Cu3BiSe3 warrant further
investigation as alternative solar cell absorber materials.
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