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In the last decade, various spatial and temporal methodologies were developed to investigate the processes that drive ecological and evolutionary patterns. However, these methods frequently fail to acknowledge that the observed patterns result from the overlap of different underlying processes. In order to understand how the patterns are formed, we must have recourse to methods that allow us to disentangle these simultaneous processes. Here we develop a hierarchical spatial predictive process (PP) combined with a separable temporal PP to disentangle and describe those overlapping processes in one very frequent setting in ecology and evolution: multilevel spatio-temporally indexed data. We present our methodology through a case study of fisheries discards and investigate for example whether the inclusion of the hierarchical structure and the temporal processes of the system alter the observed spatial patterns. Recently it is recognized that understanding the processes driving discards is essential to sustainably manage and conserve marine resources. The results show that consideration of multiple underlying processes dramatically changes the pattern and characteristics of the discards hot- and coldspots. In the Irish Sea, the inclusion of the hierarchical structure of the system leads to the reduction of the hot- and coldspots. Simultaneously, our model identifies key bi-annual fluctuations in the temporal process which, together with the variance associated at the level of individual fishing trips in the hierarchical structure of the data explained most of the variance driving discards. Whether the hierarchical, spatial and temporal processes are considered together or not can profoundly alter our understanding of what constitutes an appropriate mitigation measure. Misidentification of hotspots can culminate in inappropriate mitigation practices which can sometimes be irreversible. As the proposed method offers a unified approach for understanding the processes that drive observed patterns, many areas in ecology such as conservation and epidemiological studies can benefit from its use, increasing the effectiveness of management plans.

Elucidating the links between emergent patterns and the functions and processes driving them has been a central challenge in ecology (MacArthur 1984, Levin 1992, Gustafson 1998, Urban 2006). However, for statistical simplicity we often ignore that the observed patterns result from the overlap of different mechanistic processes. This is particularly relevant in fields such as spatial ecology, conservation and evolutionary studies in which we frequently struggle with the confounding effects of space, time and the structure in which the system is embedded and constrained (e.g. environment or genes).

For example, it is common for two biological units (those being cells, individuals or populations) geographically close to each other to be more similar or have a stronger relationship than those far apart (e.g. spatial autocorrelation, Fig. 1a) (Legendre et al. 2002, Dormann et al. 2007); additionally, these biological units are frequently organized in groups that are further divided in subgroups and so forth over multiple scales (multilevel structure, Snijders and Bosker 1999) which can create additional correlation beyond that imposed by the spatial autocorrelations (Fig. 1b). These groups can arise from the sampling design or as a result of naturally occurring functional units such as a genealogical/phylogenetic tree, ecological niches within food webs or a network of connected lakes. Finally, the relationships between biological units can change over time according to a temporal process in which successive biological units are expected to be more similar than those distant in time, or simply vary with factors associated with time (e.g. temporal autocorrelation or seasonal effects owing to environmental conditions). To fully understand the pattern generated by these biological units we must therefore distinguish the effect of these multiple overlapping processes.

In the last decade, various methodologies were developed to independently investigate these effects, e.g. GAMs, and Kriging (Cressie 1993) for spatial patterns, hierarchical and
mixed effects modelling for investigating the structure of a system (Pinheiro and Bates 2000) and various time-series analyses such as autoregressive components that deal with time effects (Brockwell and Davis 2002). Models which combine these aspects to integrate space, time and structure are sparse and only began to emerge recently in ecology (Banerjee et al. 2004, Wikle and Hooten 2010). Two key hurdles are that of estimating the uncertainties in the parameters of interest, and the computational time required to fit such models, especially for large data sets. The former can be overcome via Bayesian models through which the uncertainty is estimated as part of the fitting process, by treating all unknown quantities on a probabilistic basis. Solutions to the latter are an active topic of statistical research. Recently, Banerjee et al. (2008) have developed the predictive process (PP), a dimension-reduction technique for Kriging on large spatial data sets. The PP lowers the computational demands required to fit spatial models by reducing the dimension of the autocovariance matrix and thus enabling a richer set of models to be evaluated. The PP has not been widely used in ecology (though see Finley et al. 2009a, Latimer et al. 2009), especially for space-time data (though see Finley et al. 2012 which used the PP in a dynamic space-time model).

In this paper we apply the PP to one of the most frequent settings in ecology: multilevel spatio-temporal data. We extend the standard PP approach to consider more detailed hierarchical behaviour and include a separable temporal predictive process. We further correct for bias in the standard PP model by including the error correction terms proposed by Finley et al. (2009b). The main prediction here is that not considering the structure from which the data arises can result in misleading spatial patterns and consequently alter the way we interpret and act upon the results. We present our methodology by testing this hypothesis in a fisheries discards dataset. We investigate, among other questions, whether the hotspots of fisheries discards change with the inclusion of temporal effects or the various levels of the organizational structure of the data and explore which level or process is most responsible for this change. This can reveal for example if discards occur mainly due to the geographic location of the fish prone to be discarded or due to gear type, skipper behaviour or environmental conditions.

After describing the concept and importance of fisheries discards, we briefly describe the proposed methodology. One of the aims of this paper is to make this methodology more accessible to non-statisticians. As such, we clearly present the details of this approach by developing the models for our case study step by step and make the model code available to the readers. Subsequently, we explore and discuss the results of our case study and provide examples of other studies that can benefit from this approach.

Case study: fisheries discards

Discards are the portion of the catch from commercial fisheries returned to sea, and are estimated to be approximately 40% of the total catch in European waters (Kelleher 2005). This brings enormous conservation and ecological concerns as the survival rate of discarded organisms is extremely low (Kelleher 2005). Therefore, in order to sustainably manage the marine ecosystem it is crucial to mitigate discards. Understanding the pattern of discards is central to understanding the underlying causes and drivers of the discarding practice (Dunn et al. 2010), which is essential for developing mitigation tools. Indeed, spatial management of discarding has been recognized as one of the most successful discards reduction strategies (Roberts 1999). Discards data make an excellent case study, ecologically because very little is known about the spatial distribution of discards, and methodologically because when data are gathered it results in a specific organisational structure, common to many other ecological datasets.

We wish to determine if discarding events are spatially autocorrelated whilst taking account of their hierarchical structure. The structure of the relationship we propose is shown in Fig. 1. In Fig. 1a, each node corresponds to a discarding event located in space. Those closest to each other might share common features making them more similar than otherwise we would expect. In addition to the spatial information, discards have an inherently multilevel structure in which hauls are sampled from multiple trips that are performed by the same or different vessels (Fig. 1b). Therefore, features common to individual fishing trips representing, e.g. environmental conditions or mesh size, provide direct linkages among hauls, and features common to the vessel such as vessel size or gear type, may link discards rates among trips. Discarding events are also temporally explicit so that rates vary seasonally or from year to year (Viana et al. 2011). These temporal effects may be linked to spatial processes such as recruitment grounds and might provide linkages among trips represented by environmental conditions. In the latter, the influence of the sampling unit of trip could therefore act as a proxy for temporal variation. In any case, the overall observed pattern of discards is a product of the overlap between all these correlations processes (Fig. 1c).

There are several questions we might ask of such data in order to understand how each of these processes shape the spatial patterns of discards and ultimately how we should manage them: 1) where do the hotspots of discards occur and do they change after correcting for the organisational structure and time? 2) How do fisher-level factors, such as...
behavior or vessel characteristics, influence spatial variation in discards, and how does this compare with environmental/ecological factors? 3) What is the spatial distance over which similar underlying causes of discards occur? All such questions involve disentangling the underlying processes.

**Methods**

**Discards data**

The Irish Marine Institute collects discards data on a regular basis through an onboard observers program. As discards are sampled from commercial fishing vessels, the available dataset has an inherent multilevel structure in which 430 hauls were sampled from 59 trips that were performed by 23 different vessels. With the purpose of illustrating the proposed methodology, here we model the natural log of discards per unit effort (or time spent hauling (dpue, kg h⁻¹)) collected quarterly from 2003 to 2009 in the Irish Sea métier defined as 'Nephrops directed fishery using otter board trawls' (Nephrops métier, Fig. 2). Métier is a subdivision of a fishery defined as ‘directed fishery using otter board trawls’ Nephrops collected quarterly from 2003 to 2009 in the Irish Sea métier others are collected for each haul sampled.

In addition to dpue, several other variables such as geographic coordinates, time, date, vessel name among many others are collected for each haul sampled.

The number of knots should provide a good coverage of the process domain in order to minimize the approximation error but it should also be as low as possible to keep the computational complexity low.

**Hierarchical predictive process**

The hierarchical PP was proposed by Banerjee et al. (2008), with minor corrections proposed by Finley et al. (2009b). This method provides a powerful tool for understanding the scale over which the underlying spatial environment exerts common pressures and shapes the overall pattern. It allows the use of spatially explicit models for very large spatial data sets, while simultaneously modelling multiple ecological processes that describe the spatial relationships among data points (Latimer et al. 2009).

The PP presented here is built under a Bayesian framework and is based on the kriging assumption that correlation among data points (spatial or temporal) decreases with distance. Most commonly, exponential decay functions are used to weight such correlations (for more detail see Diggle and Ribeiro 2002, Banerjee et al. 2004). The models we apply use this covariance structure as part of a Gaussian process applied to our response variable. This structure allows for fast and flexible model fitting, clear interpretation and simple interpolation techniques for prediction. The PP projects the original process observed at certain locations (usually a large number) onto a lower-dimensional subspace defined by the user. It is an approximation of a standard Gaussian process that depends on a far smaller set of locations, known as knots, on which the original process is trained. Figure 2 (bottom panel) shows the locations of the observations (black dots) with a grid of chosen knots overlaid (grey triangles). The PP will estimate the dpue in each of these knots rather than for each observed site. The dimension reduction enables far quicker calculation of the inverse autocorrelation matrix, required for evaluating the Gaussian process density. The larger original process is obtained via the usual Kriging stochastic interpolation. The number of knots should provide a good coverage of the process domain in order to minimize the approximation error but it should also be as low as possible to keep the computational complexity low.

The main advantage of the methodology presented here is that we can combine this low demand method with other techniques that describe the remaining processes involved. Multilevel modeling has been increasingly applied in social (Snijders and Bosker 1999), medical (Langford et al. 1999) and more recently ecological fields (Wilkie 2003, Wilson et al. 2010). In a multilevel structure, each level is fundamentally separated by different characteristics of the data or process. In the discards dataset this structure arises from the sampling and fishing activity i.e. hauls within trips and vessels. We also investigate the influence of temporal processes in the discarding practice of the Irish Sea by taking two different approaches: first we include time (per quarter year) as a quadratic fixed factor and second we use time under a spatio-temporal separable PP framework.

We define our response variable $Z_{jkq}(s, t)$ to be the natural log of dpue for location $s$, time $t$, haul $j$, trip $k$ and vessel $q$. We write our model as:

$$Z_{jkq}(s, t) = \beta_0 + \beta_1 t + \beta_2 t^2 + w_1(s) + w_2(t) + u_k + v_q + \epsilon_{jkq} \quad (1)$$

where $\beta_0$ is an overall mean parameter, and $\beta_1$ and $\beta_2$ are the coefficients of linear and quadratic time respectively.
The PP is introduced via \( \tilde{w}_i(t) \), a mean zero spatial PP, and \( \tilde{w}_j(t) \), a mean zero temporal PP. The multilevel structure is defined via \( u_t \), a random effect term for trip \( k \) so that \( u_q \sim N(0, \sigma^2_u) \), \( v_q \) is a random effect term for vessel \( q \) so that \( v_q \sim N(0, \sigma^2_v) \) and \( e_{jyk} \) represents i.i.d model error so that \( e_{jyk} \sim N(0, \sigma^2_e) \).

For the predictive processes, we define a set of \( k \) knots in space and \( k \) knots in time, here we use \( k = k = 36 \). The knots are chosen to cover the full range of locations and times and lie on a regular grid, and are set far fewer in number than the size of the data set \( n \). We write the locations of the data as \( s_1, s_2, \ldots, s_n \) and the times \( t_1, t_2, \ldots, t_n \). Similarly, we write the knots in space as \( s_{1k}, s_{2k}, \ldots, s_{nk} \) and in time as \( t_{1k}, t_{2k}, \ldots, t_{nk} \). We then define a Gaussian process with an exponential covariance on the spatial knots, written as \( \tilde{w}_i(s) \sim GP(0, \sigma^2_s \rho(s_i, s_j; \phi)) \) where \( \rho \) is an autocorrelation function with \( \rho(s_i, s_j; \phi) = \exp[-|d_{ij}|/\phi] \), where \( |d_{ij}| \) is the distance between locations \( s_i \) and \( s_j \) (here the great circle distance), and a Gaussian process on the temporal knots, such that \( \tilde{w}_i(t) \sim GP(0, \sigma^2_t \rho(t_i, t_j; \phi)) \) with \( \rho(t_i, t_j; \phi) = \exp[-|d_{ij}|/\phi] \). We follow Finley et al. (2009a, b) in correcting for bias in the predictive process by finally setting:

\[
\tilde{w}_i(t) \sim N \left( \sum_{i=1}^{k} \sum_{j=1}^{k} \rho(s_i, s_j; \phi) c_{ij} \tilde{w}_i(s_j), \sigma^2_s \left[ 1 - \sum_{i=1}^{k} \sum_{j=1}^{k} \rho(s_i, s_j; \phi) c_{ij} \rho(s_i, s_j; \phi) \right] \right)
\]

\[
\tilde{w}_i(t) \sim N \left( \sum_{i=1}^{k} \sum_{j=1}^{k} \rho(t_i, t_j; \phi) c_{ij} \tilde{w}_i(t_j), \sigma^2_t \left[ 1 - \sum_{i=1}^{k} \sum_{j=1}^{k} \rho(t_i, t_j; \phi) c_{ij} \rho(t_i, t_j; \phi) \right] \right)
\]

where \( c_{ij} \) and \( c_{ij}^{*} \) are the \( ij \)th elements of the precision matrix of the Gaussian processes \( \tilde{w}_i(s) \) and \( \tilde{w}_i(t) \) respectively. Note that this precision matrix is defined only on the \( k \) or \( k \) knots and is thus much faster to invert.

The multi-level trip and vessel effects allow us to disentangle the uncertainty in the discards created by repeated sampling from individual trips or vessels. For example, we are able to estimate and remove the variability of individual vessels, some of which may have particularly high or low discard rates. We can thus create more precise predictions. The key advantage of the spatial model is that precision is borrowed from neighbouring data points through the autocovariance function. The function can be thought of as containing a variance parameter \( \sigma^2_s \), which controls the variance of the spatial process, and a correlation function \( \exp[-|d_{ij}|/\phi] \) which determines the degree of correlation between data points according to their location. Here, \( \phi \) controls the rate of decay as the distance \( d \) increases between locations \( s \) and \( s' \). When the distance between sites is large the correlation decreases to 0. Oppositely, when the distance between sites is small, the correlation approaches 1. Note that we use an exponential covariance in space, but a Gaussian covariance in time as this is believed to be a much smoother process (Banerjee et al. 2004).

To test our hypothesis and investigate the different processes associated with discarding, we consider various spatial and spatio-temporal models based on restricting Eq. 1. These restrictions correspond to Bayesian prior distributions on the various parameters which may be weak (e.g. giving a parameter a vague normal distribution) or strong (fixing a parameter to 0). All models investigated are described in Table 1. The model described in Eq. 1 is model 1.

We fit such models via the Bayesian framework which allows for full parametric uncertainty and simple interpretation of results. We do not discuss the merits of Bayesian inference here but refer readers to Gelman et al. (2003) for further information. A Bayesian model will produce posterior probability distributions of the parameters given a likelihood (or data generating model) and a set of prior probability distributions for the parameters. In our case, the likelihood of the data is a multivariate normal distribution with mean and variance matrix determined by the multi-level spatial structure. We have relatively little prior information about the parameters for this particular problem, but we follow the approach of Finley et al. (2009a, b) to give inverse-Gamma priors to the residual variance \( \sigma^2 - \text{Gamma}(0.1, 0.1) \) and the spatial and temporal random effect variances \( 1/\sigma^2_s - \text{Gamma}(2, 1) \) and \( 1/\sigma^2_t - \text{Gamma}(2, 1) \). Our results are relatively robust to changes in this specification. The
we can similarly sample uncertainties in the predicted standard theory on the multivariate normal distribution. The technical details of such predictions arise immediately from create predicted surfaces from a grid of new locations. The thus a lower DIC can indicate a better model. to fit well and ideally will have relatively few parameters, more complex models. A parsimonious model is expected to the large number of parameters used in the models, we to estimate the DIC which penalizes more severely the penalty measures the complexity and goodness of fit plots provided in Supplementary material Appendix 3. Our results were also robust to knot intensity and configuration. The full multilevel structure, i.e. hauls within trips within vessels, the fixed effect of time and the predictive effects of time and space are therefore necessary to understand and characterize the pattern associated with the log of dpue in the Irish Sea. Model B is the closest competitor for best model in terms of DIC (Table 2). However, the residuals were not as satisfactory as those from model I and since the best model in terms of DIC is still the most parameterized, even after using the ‘popt’ penalty which penalizes harsher more complex models, is a good indication of the goodness of the model chosen. Furthermore, model B does not include a temporal component but our results clearly support the presence of a temporal effect in discarding. The log of dpue spatial pattern is shaped by the various processes underlying discarding as seen by the changing location, shape and intensity of the spatial residuals hot-(high values) and coldspots (lower values) in the predicted spatial surfaces (Fig. 3). The spatial surfaces in Fig. 3 correspond to the spatial random effects pattern that is not explained by any of the other parameters in the models, i.e. they show the hot- and coldspots of the fish. On the other hand, the spatial surfaces in Fig. 4 correspond to the mean discards distribution, i.e. Fig. 4A (obtained from model A) shows the discarding hotposts independently of the factors that are driving it, and Fig. 4I (the mean discards distribution, i.e. they show the hot- and coldspots of the fish. On the other hand, the spatial surfaces in Fig. 4 correspond to the mean discards distribution, i.e. Fig. 4A (obtained from model A) shows the discarding hotspots independently of the factors that are driving it, and Fig. 4I (the mean discards distribution of the best model, model I) shows the discards hot- and coldspots after removing the effect of vessel, trip and time. In our case study, the patterns observed for the spatial residuals distribution and the mean spatial distribution of discards are similar. If a residual hotspot remains after removing the effects of vessel, trip and time, this would mean that the fish hotspots match the discarding hotspots. As such, closing that area to fishing would be an appropriate mitigation measure. However, if after removing those effects there is no residual hotspot, this would mean that the fish hotspots do not match the discarding hotspots. Accurately describe the observed values as seen from the spatial distribution of the model variance, the normally distributed residuals and goodness of fit plots provided in Supplementary material Appendix 3. Fig. A1–A4. Our results were also robust to knot intensity and configuration.

Table 1. Description of all models (A to O) fitted with their prior distributions. We use the shorthand $- PP$ to indicate a parameter following a predictive process, and $- N$ to indicate a parameter following a normal distribution. $\beta_1$ and $\beta_2$ correspond to the coefficients of the quadratic effect on time, $w_1(s)$ and $w_2(t)$ correspond to the predictive process of space and time respectively, and $u$ and $v$ correspond to the random effects of trip and vessel, respectively. The hyper-parameters involved in these distributions are suppressed for clarity but can all be seen in Eq. 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$w_1(s)$</th>
<th>$w_2(t)$</th>
<th>$u$</th>
<th>$v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-N</td>
<td>-N</td>
</tr>
<tr>
<td>D</td>
<td>- N</td>
<td>- N</td>
<td>-</td>
<td>0</td>
<td>-N</td>
<td>-N</td>
</tr>
<tr>
<td>E</td>
<td>- N</td>
<td>- N</td>
<td>-</td>
<td>0</td>
<td>-N</td>
<td>-N</td>
</tr>
<tr>
<td>F</td>
<td>- N</td>
<td>- N</td>
<td>-</td>
<td>0</td>
<td>-N</td>
<td>-N</td>
</tr>
<tr>
<td>G</td>
<td>- N</td>
<td>- N</td>
<td>-</td>
<td>0</td>
<td>-N</td>
<td>-N</td>
</tr>
<tr>
<td>H</td>
<td>- N</td>
<td>- N</td>
<td>-</td>
<td>0</td>
<td>-N</td>
<td>-N</td>
</tr>
<tr>
<td>I</td>
<td>- N</td>
<td>- N</td>
<td>-</td>
<td>0</td>
<td>-N</td>
<td>-N</td>
</tr>
<tr>
<td>J</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M</td>
<td>- N</td>
<td>- N</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>N</td>
<td>- N</td>
<td>- N</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>O</td>
<td>- N</td>
<td>- N</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Deviance information criterion (DIC) obtained from models A to O. The most parsimonious model, that with the lowest DIC, is highlighted bold.

<table>
<thead>
<tr>
<th>Model</th>
<th>DIC</th>
<th>Model</th>
<th>DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1018</td>
<td>I</td>
<td>917.6</td>
</tr>
<tr>
<td>B</td>
<td>920.0</td>
<td>J</td>
<td>991.1</td>
</tr>
<tr>
<td>C</td>
<td>921.8</td>
<td>K</td>
<td>923.8</td>
</tr>
<tr>
<td>D</td>
<td>921.4</td>
<td>L</td>
<td>922.5</td>
</tr>
<tr>
<td>E</td>
<td>922.0</td>
<td>M</td>
<td>991.8</td>
</tr>
<tr>
<td>F</td>
<td>926.1</td>
<td>N</td>
<td>925.0</td>
</tr>
<tr>
<td>G</td>
<td>966.5</td>
<td>O</td>
<td>922.9</td>
</tr>
<tr>
<td>H</td>
<td>921.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We compare the different models by inspecting the posterior distributions of the variance parameters, noting their changing values between the different models. We further use the deviance information criterion (Spiegelhalter et al. 2002) which enables comparisons between models via the penalised expected deviance. The deviance is a measure of overall fit, whilst the penalty measures the complexity of the model by identifying the effective number of parameters in the model (Spiegelhalter et al. 1998). Owing to the large number of parameters used in the models, we use the ‘popt’ penalty from the r2jags package (Plummer 2003) to estimate the DIC which penalizes more severely the more complex models. A parsimonious model is expected to fit well and ideally will have relatively few parameters, thus a lower DIC can indicate a better model.

Once the model has been fitted, it is relatively simple to create predicted surfaces from a grid of new locations. The technical details of such predictions arise immediately from standard theory on the multivariate normal distribution. We can similarly sample uncertainties in the predicted surfaces from the posterior distributions of the parameters (see Supplementary material Appendix 2 for the method used to make the prediction surfaces).

Results

Based on the model selection criteria set out above, the most parsimonious model for describing the log of dpue in the Irish Sea Nephrops métier is model I. All models converged satisfactorily but the lowest DIC (Table 2) was obtained from model I, corresponding to a fully separable spatio-temporal model with all random effects included. The estimated values obtained from model I were found to accurately describe the observed values as seen from the spatial distribution of the model variance, the normally distributed residuals and goodness of fit plots provided in Supplementary material Appendix 3. Fig. A1–A4. Our results were also robust to knot intensity and configuration. The full multilevel structure, i.e. hauls within trips within vessels, the fixed effect of time and the predictive effects of time and space are therefore necessary to understand and characterize the pattern associated with the log of dpue in the Irish Sea. Model B is the closest competitor for best model in terms of DIC (Table 2). However, the residuals were not as satisfactory as those from model I and since the best model in terms of DIC is still the most parameterized, even after using the ‘popt’ penalty which penalizes harsher more complex models, is a good indication of the goodness of the model chosen. Furthermore, model B does not include a temporal component but our results clearly support the presence of a temporal effect in discarding.

The log of dpue spatial pattern is shaped by the various processes underlying discarding as seen by the changing location, shape and intensity of the spatial residuals hot-(high values) and coldspots (lower values) in the predicted spatial surfaces (Fig. 3). The spatial surfaces in Fig. 3 correspond to the spatial random effects pattern that is not explained by any of the other parameters in the models, i.e. they show the hot- and coldspots of the fish. On the other hand, the spatial surfaces in Fig. 4 correspond to the mean discards distribution, i.e. Fig. 4A (obtained from model A) shows the discarding hotspots independently of the factors that are driving it, and Fig. 4I (the mean discards distribution of the best model, model I) shows the discards hot- and coldspots after removing the effect of vessel, trip and time. In our case study, the patterns observed for the spatial residuals distribution and the mean spatial distribution of discards are similar. If a residual hotspot remains after removing the effects of vessel, trip and time, this would mean that the fish hotspots match the discarding hotspots. As such, closing that area to fishing would be an appropriate mitigation measure. However, if after removing those effects there is no residual hotspot, this would mean that the fish hotspots do not match the discarding hotspots. Accurately describe the observed values as seen from the spatial distribution of the model variance, the normally distributed residuals and goodness of fit plots provided in Supplementary material Appendix 3. Fig. A1–A4. Our results were also robust to knot intensity and configuration.
The multilevel structure of the data, in particular trip level, is the process that affects the spatial pattern the most. The inclusion of trip level (Fig. 3B, E, H) leads to the contraction of both the residuals hot and coldspots and also to the northward migration of the coldspot region. The inclusion of the second level of the sampling structure, i.e. vessel (Fig. 3C, F, I), is essential to characterize the discarding spatial process but seems to have little effect on the shape and pattern of the residual spatial surfaces. Similarly, inclusion of time as a linear predictor (Fig. 3D–I) has little effect on the spatial distribution, however time seems to slightly expand the residual coldspots (compared to model B and C without a linear predictor), this is particularly visible in the small isolated coldspots in the left hand side of Fig. 3C compared to Fig. 3F. Finally, the autocorrelation effect of time, described by the separable temporal PP (Fig. 3G–I) adds little or no changes to the residual spatial surface of log dpue in the Irish Sea. However, by investigating the effect of the temporal PP separately (Fig. 5) from the spatial distribution, we can understand its role in the discarding process and the reason it is necessary to describe the process.

The predictive effect of time reveals the change in discarding intensity over time. Independently of where discarding...
occurs, the log of dpue in the Irish Sea *Nephrops* métier has a strong cyclical behaviour of approximately two years as seen from Fig. 5. This indicates that following a year of low discarding there is a year of high discarding. Therefore, the temporal PP did not affect the overall mean of dpue (hence we could not detect any changes in the spatial distribution surfaces). Although small changes in the temporal process can be seen among models, the inclusion of one level or the full multilevel structure and the removal of the spatial process do not alter the observed temporal cycle.

To understand how the different processes influence each other, we quantify the uncertainty, estimated here as variance, of each parameter associated with each model (see Fig. 6 and Supplementary material Appendix 4, Table A1 for the parameter values). When present, the spatial process (Fig. 6 models A–I, grey circles) and trip level (Fig. 6, black triangles) variances were consistently the highest (Fig. 6, grey circles) while vessel level (Fig. 6, grey triangles) have little or no variance. Most remarkably is that the inclusion of the temporal process not only explains part of the variance that was previously associated with trip level but also with the spatial process as seen from the decrease in these variances, from models without temporal process to models with the temporal process. The spatial variance in model I is lower than the variance associated with the temporal process (Fig. 6, black circles) indicating...
that most of the variance present in the log of dpue is due to a temporal process, more so than a spatial or organizational process. The residual variance (Fig. 6, black squares), i.e. the variance left to explain in the model, also drops with the inclusion of the temporal process but only when the spatial process is present. When the spatial process is removed the overall variance of the model increases considerably revealing the importance of the spatial process in the discarding process of the Irish Sea.

The exponential decay function that forms the kriging method gives information on the extent of spatial and temporal autocorrelation through the rate parameter $\phi$ (Supplementary material Appendix 4, Fig. A5). The spatial autocorrelation rate of decay ($\phi_s$, Supplementary material Appendix 4, Fig. A5 upper panel) was highest in model I indicating a higher autocorrelation among discards events over long distances compared to other less complicated models. The temporal autocorrelation rate of decay of model I (Supplementary material Appendix 4, Fig. A5, bottom panel) was also among the highest of all models, similarly indicating a higher temporal autocorrelation between events separated by time than that of simpler models. However, all the spatial and temporal autocorrelation rates were very similar among the investigated models. The $\phi$ values, and all other estimated parameters for all models, can be found in the Supplementary material Appendix 4, Table A1.

Discussion

The proposed spatio-temporal model is a robust and versatile method for investigating the processes underlying the spatial patterns. Its main advantage lies in its ability to address both technical (e.g. autocorrelation and organisational structure) and practical problems (e.g. identifying hotspots, disentangling effects and describing basic spatial processes or quantification of uncertainties). While both multilevel modelling and geostatistics have been widely used in ecology and evolution, the PP method presented here has received little attention despite combining these two techniques into a versatile methodology with a low computational demand.

Spatial fisheries ecology has a direct applied relevance to resource management, but it also has a broad ecological significance (Botsford et al. 1997). Our results clearly support the prediction that hotspots are sensitive to the organisational structure of the data. If only the spatial autocorrelation process were considered in modelling the distribution of discards, drastic mitigation measures might be invoked. Two large hotspots, one in the southeast and another in the northwestern part of the Irish Sea Nephrops métier were identified in model A which could drive a policy decision to close these areas for fishing. However, the inclusion of the trip and vessel level shows that the discarding hotspots are actually much smaller revealing that discarding and fish distribution are quite homogeneous in space. As a consequence, our results show that spatial closures based on high discarding locations are not an appropriate mitigation measure for the Irish Sea discards. Indeed, closing any area to fishing, in particular areas where fishing effort is high, would reduce discards but would also proportionally reduce fishing profit and yield or create a discarding hotspot elsewhere, making this mitigation strategy unsuitable.

Similarly, the non-inclusion of the various underlying processes of discarding could have lead to the false conclusion that it is more sustainable to fish in the large area identified in model A as a discarding coldspot. However, part of the coldspot identified in model A is not actually a coldspot and therefore discarding in that area is higher than expected. Lower discarding seems to occur at water depths below the 75 m bathymetry line (Fig. 4) suggesting that the distribution of fish prone to be discarded is also shaped by bathymetry. Since discards are comprised mainly of fish below the minimum landings size, this concurs with Dickey-Collas et al. (1997) who found that small fish in the area are found in shallower waters around the 50 m bathymetry line.

Within the Irish Sea Nephrops métier, the temporal process seems to be key in the discarding process. Rather than mitigating discarding through closed areas, our results suggest that temporal closures might be a more appropriate management plan for the Nephrops fishery in the Irish Sea. Viana et al. (2011) suggested that in the Irish Sea higher discards of whiting, cod and haddock occurred during late spring and our results here show that discards have cycles of two years. Therefore, a mitigation strategy for this fishery that deserves further investigation is temporal closures during late spring occurring every other year. These 2-yr cycles could be driven by recruitment or spawning-stock biomass pulses in the species’ population dynamics as shown by ICES (2009) for some species.

The spatial homogeneity of discarding can be partially explained by the relatively small autocorrelation between discarding events; after 10 km the spatial correlation of discards is already $<0.5$. This indicates that other processes are driving discards. Multilevel modelling is a way of breaking down complexity and disentangling the effects attributable to a number of different factors (Postma et al. 2012). In our case study, trip level was found to explain most of the variability previously associated with the haul level or even the spatial process. This indicates that factors associated with trip such as season, environmental conditions or mesh size, have a bigger influence in the discarding process of the Irish Sea Nephrops métier than the spatial process or the factors associated with vessel such as vessel characteristics and crew (Tamsett and Janscek 1999). This supports our suggestion that mitigation measures should target parameters such as season rather than vessel characteristics (e.g. vessel length and power). The organisational structure considers the links between the events which results in events from the same trip, during which for example high discarding occurred, being recognized as a product of that trip (or factors associated with) rather than a mere high occurrence of fish prone to be discarded. As a consequence the model takes this into account and removes this effect (e.g. resultant from skippers experience) from the process. The multilevel component of the model can therefore also be used to improve the sampling strategy and the results suggest that more trips within the same vessel should be sampled as there is a high variance associated with trip and very little with vessel.
Other ecological applications

There has been great interest in disentangling genetic and environmental effects on phenotype (Wolf et al. 1998, Postma et al. 2012). Our modelling framework can be applied to studies of this kind. For example, if we consider the genealogical tree of a population as the organisational structure of the data (imagine Fig. 1b represents the genealogical tree), and the distribution of phenotypes in space is known, we can separate the effects of spatial autocorrelation on phenotype (shared environmental effects) from effects due to genetic similarity.

Dispersal, invasion and conservation studies, such as the distribution of a species within a system of connected lakes (Granado-Lorencio et al. 2005) or obtained through stratified sampling (Latimer et al. 2009), can also benefit from this approach. In the first example, the organisational structure represents the connectivity of the lakes and we can tease apart the purely spatial and temporal variables, such as the geological characteristics of environment surrounding the lakes (closer lakes, even if not connected directly, might be more similar than those far apart), and those that follow the water flow e.g. eutrophication.

One more example that extends the range of topics amenable to analysis with our method involves species interactions. Looking at the ranges of two species, we might deduce that one is directly in competition with the other (Begon et al. 1996). However, including the organisational structure, in this case the food web in which they are embedded, may reveal that this effect occurs through indirect/apparent competition, e.g. an increase in species A drives the increase of predator abundance which in turn causes the decrease of species B, this means that if the food web was not considered in the analysis, the decrease in species B could have been attributed to for example niche competition with species A rather to increased predation.

Conclusions

While disentangling the underlying effects, valuable information was retrieved from the models: e.g. clearer and more precise prediction of hotspots, characterization of the spatial and temporal processes, insight on how to improve the sampling strategy and the recognition of the importance of factors associated with trip on discarding in the Irish Sea Nephrops métier. We confirmed our prediction that the organisational structure in which biological units are embedded alters the observed spatial pattern and concluded that in the fishery in question temporal processes are more important than spatial processes. This has profound consequences for management and conservation plans (as seen from the discards case study) as it influences our understanding of the system itself. The autocorrelation process and organisational structure are two of the most basic and common processes in ecological studies. However, many other processes can also influence the spatial patterns. The method proposed here serves as a base for more complex models as it allows for the inclusion of further processes, including single variables (e.g. temperature or depth) or functional forms (e.g. temporal dynamics; Langford et al. 1999).

However, this method also has its disadvantages. Owing to the relatively simplicity of the model, it is not possible to capture richer space-time dependence structures, namely how the hotspots move around with time. In the presence of a more comprehensive dataset, the next step in this methodology could then be to create a non-separable spatio-temporal model in which the spatial pattern is allowed to change location with time. Furthermore, if there is a high level of spatial detail that needs to be captured, the full Gaussian process might be preferable to the PP. Nonetheless, if one is interested in the links between emergent patterns and the underlying processes that drive them, the advantages of this simple and powerful framework for spatial ecology and conservation studies are evident.
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