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Abstract: The new classical view of the market economy is used to impose restrictions on a vector 
autoregression of output, interest rates, prices and money, to identify aggregate demand and 
supply structural disturbances. We use the estimated structural vector autoregression to 
decompose I r ish GDP growth into components associated wi th major macroeconomic 
disturbances in order to identify the likely causes of Irish recessions. The results suggest that 
recessions in the 1970s were mainly due to aggregate supply shocks and that aggregate demand 
shocks played an increasingly more important role in the recessions of the 1980s and 1991. 

I I N T R O D U C T I O N 

R ecent studies by Shapiro and Watson (1988), Blanchard (1989), B lan-
chard and Quah (1989), Gal i (1992), Keat ing (1992), and Walsh (1993) 

have used s t ructura l vector autoregresson models to provide useful insights 
on business cycle behaviour i n the Uni ted States. This paper extends the i r 
analyses to examine how demand and supply shocks affect business cycle 
behaviour i n Ireland. This application is of interest because a comparison of 
the I r i s h evidence w i t h the results from the U n i t e d States may h igh l igh t 
s imi la r i t i es or contrasts i n business cycle behaviour i n very smal l open 
economies and large, relatively closed economies l ike the Uni ted States. 

A common in terpre ta t ion of macroeconomic fluctuations relies on an I S -
L M - A S framework. This model has a substantial influence on the views and 
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unders tanding of policy makers and pr ivate agents on how the economy 
works and responds to various shocks. Many would have the view tha t 
aggregate demand shocks have Keynesian effects on output i n the short r u n 
and classical effects on output i n the long r u n . We adopt this view to identify 
unobservable demand and supply disturbances by assuming tha t aggregate 
demand shocks have t rans i tory effects whi le aggregate supply shocks have 
permanent effects on output (see Blanchard (1989)). This approach falls 
between the t r a d i t i o n a l view of macroeconomic modell ing, tha t short-run 
fluctuations are due to temporary demand shocks, and an early real business 
cycle view, t ha t both short and long-run fluctuations i n output were due to 
permanent supply shocks. 

We use the estimated model to re-evaluate the empirical va l id i ty of the IS -
L M - A S by examining how macroeconomic variables respond to four under
l y i n g shocks, namely, aggregate supply, autonomous demand, money demand 
and money supply. These are shocks identified by Gali (1992), Keat ing (1992), 
and Walsh (1993) for the US economy. 

The est imated model produces impulse response functions which match 
predictions of the theoretical IS-LM-AS framework. I n order to understand 
the possible causes of I r i s h recessions we examine how demand and supply 
shocks influence cyclical behaviour. The empir ical analysis suggests tha t 
aggregate supply shocks were the ma in cause of I r i s h recessions i n the 1970s 
and 1980 and aggregate demand shocks were the predominant cause of 
recessions^in the 1980s and 1991. This is s imilar to findings i n the Un i t ed 
States. 

The paper is organised as follows. Section I I contains a br ief discussion on 
the s t ruc tura l vector autoregression (SVAR) methodology. I n Section I I I we 
use the SVAR approach to analyse I r i s h recessions and Section V concludes. 

I I T H E M O D E L 

The IS-LM-AS model is the most common theoretical framework used by 
economists to analyse the effects of changes i n some exogenous macro-
economic variables. I t is the core of most intermediate level textbooks i n 
macroeconomics. This model at t r ibutes movements i n output to shocks i n 
aggregate supply and/or aggregate demand. The aggregate supply function 
shows the level of output consistent w i t h the economy's capital stock and 
labour marke t equ i l ib r ium. Shocks i n aggregate supply arise from distur
bances such as o i l price movements, labour force changes, and technology 
improvements. Shocks i n aggregate demand are due fluctuations i n either the 
IS curve, such as fiscal shocks, changes i n consumer behaviour or investors 
confidence, exchange rate movements and/or fluctuations i n the L M curve 



such as money supply or demand shocks. The theoretical model we use to 
analyse I r i s h recessions can be represented by a four-equation system, con
s i s t ing of equations for aggregate supply, autonomous demand, money 
demand and money supply. The system would be a substantial pa r t of large 
scale macroeconomic models. I t determines equi l ibr ium values of real output, 
Y , nomina l interest rates, r , rea l money balances, M7P and the nomina l 
money supply, M . We assume tha t the s t ruc tura l model has the fol lowing 
form 

where X is the vector of endogenous variables [ Y , r , M / P , M ] , e is a vector of 
innovat ions to the unobserved s t ruc tu ra l disturbances. A , B , and C are 
matrices of fu l l r ank and B(L) is a ma t r i x polynomial of order N i n the lag 
operator. We assume tha t the elements of e are mutua l ly uncorrelated and 
serial ly independent w i t h diagonal variance-covariance m a t r i x Z . We also 
assume tha t the diagonal elements of A and C are equal to uni ty . The ma t r i x 
A allows for contemporaneous interactions among output , in terest rates, 
prices and money supply. The mat r ix C allows innovations i n one equation to 
direct ly affect other variables i n the model. P remul t ipy l ing both sides of (1) 
by A - 1 gives the reduced form associated w i t h the s t ructural model 

where u is a vector of reduced-form innovations. One needs a set of j u s t -
iden t i fy ing restrictions on A and C to recover s t ruc tura l innovations and 
equations i n (1). 

There are two types of restrictions commonly used to ident ify the struc
t u r a l model, (see Shapiro and Watson (1988), Blanchard (1989), Blanchard 
and Quah (1989), Gali (1992), Walsh (1993)). Short-run restrictions are on the 
contemporaneous interactions among the variables, such as zero restrictions 
on A . Long-run restrictions are on the dynamic effects of the innovations on 
the X variables, such as demand shocks have no long-run effect on aggregate 
supply. We follow Walsh (1993) who argues tha t restrictions on contempor
aneous interactions are controversial i f for example ra t iona l agents use a l l 
the available information when forming expectations. The f i rs t set of restric
tions we assume are tha t there are orthogonality conditions among the four 
s t ructural shocks. Thus, assuming tha t C is diagonal we require a further six 
restrictions for exact identification. 

The f i rs t three restrictions assume tha t aggregate demand shocks do not 
have any long-run effect on GDP. These restr ict ions d is t inguish between 

A X ^ B C D X n + Ctet (1) 

X t = A - 1 B ( L ) X t _ 1 + A" 1 Ce 1 

X t = D ( L ) X t _ 1 + u t , 
(2) 



aggregate supply shocks which have long-run effects on output from aggre
gate demand shocks which are assumed to have only temporary effects. 1 The 
last three restrictions are based on a common assumption i n the IS-LM-AS 
macroeconomic model, namely the long-run dichotomy between real and 
financial sectors of the economy. This implies tha t shocks to the L M curve do 
not affect the real interest rate and tha t i n the long-run changes i n the level 
of the money supply cause proportionate changes i n the price level. F inal ly , 
since long-run changes i n the level of the money supply cause proportionate 
changes i n the price level, real money balances are not affected by money 
supply shocks i n the long run . 

The restr icted IS-LM-AS model can be represented by the following set of 
equations (a l l lowercase variables except the nomina l interest rate are i n 
logarithms) 

y t = S a l t y t _ i + Z P i i r t _ i + l Y i i ( m ~ P ) t - i + § 8 l i m t _ i + e f , (3) 
i=l i=0 i=0 i=0 

N N N N u 

* t = I a 2 t y t - i + X P V t - i + l Y 2 i ( m - P ) t - i + I 8 2 i m t _ i + e t a , (4) 
i=0 i=l i=0 i=0 

(m - p ) t = £ <x 3 t y t _i + I p 3 i r t _ i + £ y 3 i (m - p ) t _ t + £ 8 8 i m t _ i + e^ d , (5) 
i=0 i=0 i=l i=0 

N N N N 
m t = I a 4 t y t _ i + X p 4 i r t _ i + X Y 4 i ( m - P ) t - i + I 5 4 i m t _ i + e t

m s , (6) 
i=0 i=0 i=0 i=l 

where the res t r ic t ions are imposed by cons t ra in ing the sum of cer ta in 
coefficients to be zero. These are given i n Table 1. 

Since contemporaneous values of endogenous variables appear as explana-

Table 1: Coefficient Restrictions 

In the y equation ZPii=0 Z7ii = 0 S5ii = = 0 
In the r equation Zv 2 i = 0 25 2i = = 0 
In the m-p equation ZS3i = = 0 

1. As Blanchard and Quah (1989) and Gali (1992) point out there are models which allow for 
demand shocks to have long-run effects on output but i f they exist, they are assumed small 
relative to aggregate supply shocks. 



tory variables we estimate each equation by two stage least squares. We use 
N + l lagged values of the four variables as ins t ruments . The est imated 
residual for the output equation is used as an addit ional ins t rument i n the 
other equations. The estimated residual for the interest rate equation is used 
as an addit ional ins t rument i n the real money balances and nominal money 
supply equations. Final ly , the estimated residual for the real money balances 
equation is used as an additional ins t rument i n the nominal supply equation. 

I l l D A T A A N A L Y S I S 

Equations (3)-(6) are estimated using annual I r i s h data over the years 
1960-1992 (see Appendix I for data source). Cer ta in properties of the series 
included i n the model must be checked i n order to determine the appropriate 
specification for es t imat ion purposes. F i r s t , i t is necessary to determine 
whether the series are difference-stationary or trend-stationary. Second, i t is 
necessary to account for the possibility of breaks i n the determinist ic t r end 
since Dickey-Fuller (1979) and Phill ips-Perron (1988) tests may fai l to reject 
the n u l l hypothesis of a u n i t root i f there is one large break i n the level or 
growth rate of a series even i f the under lying t rend is deterministic. T h i r d , i f 
the variables are difference-stationary i t is necessary to establish whether 
there are any cointegrating relationships l i n k i n g the variables. 

3.1 Unit Roots, Trend Breaks and Cointegration 
Table 2 reports values of augmented Dickey-Fuller (1979) and Ph i l l ips -

Perron (1988) tests for un i t roots. 
These test results should be interpreted w i t h caution due to the fact t ha t 

they have poor power against plausible local alternatives. Note also the 
sample size is small (33 observations). The results imply tha t a l l variables i n 

Table 2: Tests for Unit Roots 

Levels First Differences 
Variable Dickey-Fuller Phillips-Perron Dickey-Fuller Phillips-Perron 

y -2.17 -1.81 -3.64** -3.69** 
r -1.77 -1.78 -5.48*** -5.63*** 
m-p -1.54 -1.58 _4 .so*** _4.58*** 
m -0.81 -0.89 -2.92* -3.00** 
P -1.76 -1.69 -2.16 -1.69 

Notes: * Reject the null hypothesis (unit root) at the 10 per cent level. 
** Reject the null hypothesis at the 5 per cent level. 

*** Reject the null hypothesis at the 1 per cent level. 



levels are non-stationary and a l l variables i n first differences except inf la t ion 
are stationary. There appears to be major trend-breaks i n inf la t ion i n the late 
1970s which may be the reason why the u n i t root tests fa i l to reject the n u l l 
hypothesis of a u n i t root i n inflat ion. 

Table 3 reports results of Zivot-Andrews (1992) u n i t root tests where the 
n u l l hypothesis is t h a t the series has a u n i t root and the a l te rna t ive 
hypothesis is t h a t the series is a trend-stationary process w i t h a one-time 
break i n t r e n d occurring at an unknown point i n t ime. These test results 
should also be interpreted w i t h caution for s imilar reasons mentioned above. 
The results suggest t h a t a l l variables are difference-stationary. Whi le the 
preceding tests suggest t ha t the models variables are non-stationary, i t is 
possible t h a t these variables share common non-stationary trends and l inear 
combinations of the variables may be stationary. When variables are co-
integrated short and long-run dynamics can be modelled by a vector error 
correction model. A V A R model made up of first differenced variables tha t are 
cointegrated involves "overdifferencing" and wou ld therefore be inappro
priate. Table 4 reports the results employing Johansen's (1988) mul t ivar ia te 
trace and m a x i m u m eigenvalue tests for v cointegrating vectors. 

Both the trace and max imum eigen value tests fa i l to reject the hypothesis 
of no cointegrat ing vectors. We therefore assume tha t i t is appropriate to 
estimate a V A R model i n first differences. As Walsh (1993) points out th is 
assumption has no necessary impl ica t ions for the long- run iden t i fy ing 
restrictions, "since cointegration is a property of the stochastic disturbances 
whi le the iden t i fy ing restrictions are restrictions on the coefficients of the 
model". 

Table 3: Zivot-Andrews (1992) Tests for Unit Roots 

Levels First Differences 

Variable Test A TestB TestC Test A TestB TestC 

y -1.04 -3.44 -3.76 -4.22** -4.22* -5.61*** 
r -3.42 -3.98 -4.86 -5.91*** -5.42*** -5.84*** 
m-p -3.06 -3.82 -3.72 -5.03*** -4.70*** -5.07*** 
m -2.49 -3.37 -3.34 -4.59* -4.91** -5.37** 
P -5.33** -2.67 -2.74 -3.64 -5.68*** —5 47*** 

Notes: * Reject the null hypothesis (unit root) at the 10 per cent level. 
** Reject the null hypothesis at the 5 per cent level. 

*** Reject the null hypothesis at the 1 per cent level. 
Test A is a test for a break in the level of a series. 
Test B is a test for a break in the growth rate of a series. 
Test C is a test for a break in the level and growth rate of a series. 



Table 4: Johansen Test for Cointegration 
Four variable system: y, r, m-p, m 

Null Hypothesis Trace 
95 Per Cent 

Critical Value 
Maximum 
Eigenvalue 

95 Per Cent 
Critical Value 

v<3 0.0003 3.76 0.0003 3.76 
v<2 4.65 15.41 4.65 14.07 
V<1 18.86 29.68 14.21 20.96 
v=0 43.92 47.21 25.06 27.07 

F i n a l l y , we est imated a simple unres t r ic ted vector autoregression to 
determine lag length. The Schwarz information cri ter ion for 3, 2 and 1 lag are 
-26.90, -28.12 and -28.90 respectively. The Akaike informat ion cr i ter ion are 
-29.76, -30.03 and -29.86 for 3, 2 and 1 lag, respectively. This leads to 
ambiguous results i n deciding between 1 or 2 lags. We choose 2 lags. Our 
results do not change much i f we only use 1 lag i n the estimated model. 

3.2 Dynamic Effects of Structural Shocks 
We use the estimated model to calculate the response of output , interest 

rates, i n f l a t i on , etc., to each of the four s t ruc tu ra l disturbances. These 
responses are largely consistent w i t h predictions of the IS -LM-AS model. 
Whi le the impulse response functions i l lus t ra te the qual i ta t ive responses of 
variables i n the system to under ly ing disturbances a variance decomposition 
of s t ruc tu ra l forecast errors w i l l indicate the relat ive importance of these 
shocks. We discuss each of these i n more detail. 

3.2.1 Impulse Responses 
The effects of positive one standard deviation aggregate supply shock on 

output , nominal and real interest rates, inf la t ion , real money balances and 
money g r o w t h are summar i sed as f o l l o w s . 2 The shock raises GDP 
permanently. The i n i t i a l impact on GDP is an increase by 1.5 percentage 
points, wh ich is bigger t h a n responses to other shocks. The same variable 
reaches a peak i n three years and levels out at 2.9 per cent. The i n i t i a l impact 
on in f l a t ion is a fa l l of 0.7 per cent. In f la t ion soon rises as money g rowth 
accommodates the rise i n prices. The monetary accommodation lowers 
nomina l in teres t rates on impact . As demand for rea l money balances 
increase faster t han the money supply the nominal interest rates rise by the 
t h i r d year. The IS-LM-AS model requires tha t aggregate demand increase to 
match the permanent increase i n aggregate supply so real interest rates must 
and do fal l . 

2. Graphical illustrations are available from the authors upon request. 



The dynamic effects of a positive IS shock i m p l y tha t there is a strong 
i n i t i a l impact on output which rises by 1.3 per cent on impact ( w i t h an impact 
mul t ip l i e r of 0.7). The response lasts about 5 years. The shock raises nominal 
interest rates permanently. The i n i t i a l impact on M3 growth is large at 4.5 
per cent. Real rates rise i n i t i a l l y as prices are slow to adjust, then fa l l as 
in f la t ion exceeds the nomina l interest rate and then rise again as in f la t ion 
falls. Sluggish price adjustment suggests tha t there are impor tan t nominal 
r igidi t ies i n the I r i s h economy. I n the long r u n the real interest rate increase 
crowds out expenditures i n order to reduce aggregate demand to i ts i n i t i a l 
level. Inf la t ion and money growth are not affect by IS shocks i n the long run . 

Impulse responses to a positive shock to money demand imply tha t output 
falls by 0.7 per cent as real interest rates rise by 180 basis points. Only the 
level of real money balances are permanently affected by the money demand 
shock, the i r long-run level is 5.5 per cent higher. The impact of a nominal 
money supply shock on money supply g rowth is temporary and declines 
quickly. The increased l iqu id i ty causes the nominal interest rate to fa l l by 30 
basis points on impact and the real interest rate to fa l l 70 and 200 basis 
points i n the second and t h i r d years after the i n i t i a l shock. The responses 
suggest t ha t the l i qu id i ty effect dominates the anticipated inf la t ion effect on 
impact but is dominated by the. la t ter effect after a year. The fa l l i n the real 
interest rate increases aggregate demand causing GDP to rise by 1 per cent 
i n the second year after the shock. The impact mul t ip l ie r is .21 which rises to 
.39 and declines thereafter. The hump-shaped pat tern of the output response 
to a money supply shock is commonly found i n US studies (see Gal i (1992), 
Walsh (1993)), 

3.2.2 Variance Decompositions 
We consider the contr ibut ion of IS-LM-AS disturbances to the variance of 

k-step ahead forecast errors based on information at t ime t . Table 5 reports 
the variance decompositions of the s tructural forecast errors of the variables 
i n f i rs t differences at horizons up to 10 years. 

We f ind tha t the short-run var iabi l i ty i n output is largely accounted for by 
both aggregate supply and IS shocks. This i n contrast w i t h the t rad i t iona l 
Keynesian view t h a t shor t - run output f luctuat ions are p r i m a r i l y due to 
aggregate demand shocks. Short and long-run var iab i l i ty i n nominal interest 
rates are largely accounted for by IS shocks, a l though aggregate supply 
shocks also influence the i r short-run behaviour. We also f ind tha t the short-
r u n va r i ab i l i t y i n rea l money demand is largely accounted for by money 
supply and IS shocks. I n the long-run 50 per cent of the va r i ab i l i t y is 
accounted for shocks to money demand itself. I n sum IS shocks account for a 
larger percentage o f shor t - run fluctuations i n output , interest rates and 



Table 5: Variance Decompositions 

Aggregate Money Money 
Component Supply IS Demand Supply 

GDP 
1 year 44.87 36.09 12.28 6.77 
2 year 58.64 21.63 9.53 10.19 

10 year 83.33 8.18 3.56 4.93 

Nominal interest rate 
1 year 34.37 58.73 3.29 3.62 
2 year 27.12 61.94 5.45 5.39 

10 year 9.96 78.88 4.46 6.70 

Real balances 
1 year 0.60 38.91 7.99 52.49 
2 year 5.18 44.38 3.67 40.76 

10 year 6.34 21.81 53.26 18.59 

Money growth 
1 year 0.03 46.12 0.02 53.83 
2 year 3.04 49.01 3.16 44.78 

10 year 5.08 45.96 6.52 42.44 

money supply growth than is commonly found i n studies of the US economy 
(see Gali (1992)) which may reflect the openness of the I r i s h economy. 

3.3 Decomposing GDP 
I n th is section we present an informal in terpreta t ion of I r i s h GDP growth 

fluctuations over 1964-1992. We can use the estimated model to decompose 
the historical values of GDP growth in to a base projection (or determinist ic 
t rend) and the accumulated effects of current and past innovations i n the 
various shocks. The estimated contr ibut ion of aggregate demand and supply 
factors to the cyclical component of GDP growth are summarised i n Table 6. 
The six major recessions are dated by Fagan and Fel l (1992) us ing coinci
dent indicator methods. 

The rows i n Table 6 give the estimated percentage cont r ibut ion of both 

Table 6: AD/AS Components of the Change in GDP During Six Recessions 

Recession 1965-66 1974-75 1979-80 1982-83 1985-86 1991 

Demand 31.8 25.4 -65.1 -48.9 -135.7 

Supply -59.3 -132.2 -125.6 -34.9 -51.1 35.7 



major shocks to the decline of GDP from t rend dur ing six major recessions 
(i.e. aggregate demand accounted 40.7 per cent of the decrease i n the growth 
rate of real GDP i n 1965-66). The estimates suggest tha t aggregate supply 
shocks were largely responsible for recessionary periods i n the 1970s and 
1980 and aggregate demand shocks played a more impor t an t role i n the 
1980s and were the sole cause of the 1991 recession. 

The f i rs t recession to h i t I re land i n the 1960s was i n 1965-66. Both shocks 
to the demand and supply contributed to the fa l l i n the stochastic component 
of real GDP growth . The demand shock ( in th is case a negative L M shock) 
was probably due to t i g h t monetary policy. Real and nominal interest rates 
rose and M l and M3 growth rates fell over this period. The supply shock was 
probably due to a fa l l i n labour productivi ty and the capital stock. The 1967-
73 boom was caused by a combination of shocks. Consumption, government 
spending and investment grew sharply. Real oi l prices fell dur ing the period 
and labour productivi ty rose. 

The recessions i n the 1970s were caused by aggregate supply shocks due to 
very large increases i n real o i l prices. While negative IS shocks contributed to 
the 1974-75 recession due to depressed private sector investment and a loss 
i n competiveness, to ta l aggregate demand shocks played a counter-cyclical 
role as the money supply also grew at unprecedented rates. 

The recessions i n the 1980s were caused by both shocks. On the demand 
side consumption fel l sharply i n 1982; government spending, investment and 
the money supply also fel l . On the supply side growth rates i n employment 
and product iv i ty were at the lowest over the 1964-92 t ime period. I n 1986 
there was a sharp fa l l i n real oi l prices. This was probably one of the ma in 
supply side factors which caused the late 1980s boom. There was considerable 
growth i n aggregate demand dur ing the late 1980s, net exports, consumption 
and inves tment grew d u r i n g th is period. Real interest rates fel l s l ight ly 
du r ing the mid-1980s but remained high and started to increase prior to the 
1991 recession. Since this recession was caused by aggregate demand shocks, 
h i g h rea l interest rates may have been a factor cont r ibut ing to the sharp 
decline i n investment. 

I V CONCLUSIONS 

We develop and est imate a simple macroeconometric model w h i c h is 
designed to represent a IS-LM-AS framework. Structural vector autoregres-
sion methods are used to ident i fy four under ly ing shocks. The impulse 
response functions from the es t imated model match predictions of the 
theoretical model. His to r ica l decompositions of GDP growth suggest t h a t 
supply shocks were the predominant cause of I r i s h recessions i n the 1970s 
and early 1980s and aggregate demand shocks played a more impor tan t role 



i n the recessions of the 1980s and 1991. 
Whether these supply and demand shocks were pure ly external and 

outside the control of the government is a mat ter of public concern. A more 
detai led examinat ion of the in t e rna l and external nature of these shocks 
should provide some more fuel for the on-going debate. This is a topic for 
future research. 

APPENDIX I 

The data source for the CPI is OECD M a i n Economic Indicators. The data 
source for output , money and interest rates is the Depar tment of Finance/ 
ESRI 1992 databank. The databank mnemomics are B0410=GDP i n 1985 
constant prices, CUP+CA+DA=M3 where CUP is currency i n the hands of the 
public, CA are current accounts and D A are deposit accounts and RX is the 
interest rate on 91 day Exchequer bil ls . 
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