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Abstract: Continuing a line of work initiated in (Boyer et al., 2007), the generalisation of stochastic string distance to a stochastic tree distance is considered. We point out some hitherto overlooked necessary modifications to the Zhang/Shasha tree-distance algorithm for all-paths and viterbi variants of this stochastic tree distance. A strategy towards an EM cost-adaptation algorithm for the all-paths distance which was suggested by (Boyer et al., 2007) is shown to overlook necessary ancestry preservation constraints, and an alternative EM cost-adaptation algorithm for the Viterbi variant is proposed. Experiments are reported on in which a distance-weighted kNN categorisation algorithm is applied to a corpus of categorised tree structures. We show that a 67.7% base-line using standard unit-costs can be improved to 72.5% by the EM cost adaptation algorithm.

1 INTRODUCTION

The classification of tree structures into categories is necessary in many settings. In natural language processing an example is furnished by Question-Answering systems, which frequently have a Question-Categorisation sub-component, whose purpose is to assign the question to one of a number of predefined semantic categories (section 5 gives some details). Often one would like to obtain such a classifier by a data-driven machine-learning approach, rather than by hand-crafting one. The distance-based approach to such a classifier is to have a pre-categorised example set and to compute a category for a test item based on its distances to examples in the example set, such as via k-NN.

With items to be categorised represented as trees, a crucial component in such a classifier is the measure used to compare trees. The tree-distance first proposed by (Tai, 1979) is a well motivated candidate measure (see later for further details). This measure can be seen as composing a relation between trees out of several kinds of atomic operations (match, swap, delete, insert) the costs of which are dependent on the labels of the nodes involved. The performance of such a distance-based classifier is therefore very dependent on the settings of these atomic costs.

In the work presented below probabilistic variants of the standard tree-distance are considered and then Expectation-Maximisation techniques are considered as potential means to adapt atomic costs given a corpus of training tree pairs.

Section 2 recalls the standard definitions of string- and tree-distance. Section 3 goes on to first recall the stochastic string-distance as proposed by (Ristad and Yianilos, 1998) and then defines stochastic variants of tree-distance, which we term All-scripts and Viterbi-script stochastic Tai distances \( \Delta_a(S, T) \) and \( \Delta_v(S, T) \). The standard algorithm of (Zhang and Shasha, 1989) for the tree-distance is then recalled and some necessary modifications to allow correct and efficient computation of the All-scripts and Viterbi variants are described. Section 4 concerns how one might adapt atomic costs from a training corpus of same-category neighbours via Expectation-Maximisation. The string-case is recalled and then a brute-force, exponentially expensive method for adapting the parameters of the All-scripts distance is outlined. Whilst for the linear case, a particular factorisation is applicable which permits efficient implementation of the EM all-scripts method, we show by means of a counter-example that for the tree case this kind of factorisation is not applicable, although it has been suggested in (Boyer et al., 2007) that it is. This leads to a proposed method for adapting the parameters of the Viterbi-script distance, something which is feasible. Section 5 then reports some experimental outcomes obtained with this EM procedure for adapting the Viterbi-script distance.
2 NON-STOCHASTIC SEQUENCE AND TREE DISTANCES

Let us begin by formulating some definition relation to the familiar notion of string-distance. The formulations follow closely those of (Ristad and Yianilos, 1998) and are chosen to allow an easy transition to the stochastic case.

Let \( \Sigma \) be an alphabet. Let the set of edit operation identifiers, \( EdOp \), be defined by

\[
EdOp = (\Sigma \cup \{\#\}) \times (\Sigma \cup \{\#\}) \setminus (\#, \#)
\]

and let an edit-script be a sequence \( e_1 \ldots e_n \#, n \geq 0 \), with each \( e_i \in EdOp \) and with \( \# \) as a special end-of-script marker. Given an edit-script \( \mathcal{A} \), it can be projected into a 'source' string \( src(\mathcal{A}) \in \Sigma^* \), by contemnating the left elements of the contained operations, and likewise into a 'target' string \( trg(\mathcal{A}) \in \Sigma^* \):

\[
\begin{align*}
src(\#) &= \varepsilon \\
src((\lambda, \#)) &= src(\mathcal{A}) \\
src((x, \#)) &= x src(\mathcal{A})
\end{align*}
\]

\[
\begin{align*}
trg(\#) &= \varepsilon \\
trg((\lambda, \#)) &= trg(\mathcal{A}) \\
trg((x, \#)) &= y trg(\mathcal{A})
\end{align*}
\]

The yield of edit-script \( \mathcal{A} \) can be defined as pair of strings \( (src(\mathcal{A}), trg(\mathcal{A})) \). If \( (s, t) = yield(\mathcal{A}) \), each \( e_i \in \mathcal{A} \) is interpretable as an edit operation in a process of transforming \( s \) to \( t \): deletion \((a, \#),\) insertion \((\#, b)\), or match/substitution \((a, b)\). Let \( E(s,t) \) be all scripts which yield \((s, t)\). The multiple scripts in \( E(s,t) \) describe alternative ways to transform \( s \) into \( t \).

If costs are defined for such edit-scripts, a string-distance between \( s \) and \( t \) can be defined as the cost of the least-cost script in \( E(s,t) \).

Alternatively one can consider the partial, 1-to-1, order-respecting mappings from \( s \) to \( t \). Costs can be defined for such mappings and a distance measure defined via minimising these costs. Script-based and mapping-based definitions are equivalent (Wagner and Fischer, 1974): fundamentally an edit-script is viewable as a particular serialisation of a mapping.

For ordered, labelled trees, the analogue to standard string distance was first considered by (Tai, 1979). We develop the definitions relevant to this below, starting first with a mapping-based definition. The equivalent script-based definition follows this.

A Tai mapping is a partial, 1-to-1 mapping \( \sigma \) from the nodes of source tree \( S \) to a target tree \( T \) which respects left-to-right order and ancestry\(^1\). For the purpose of assigning a score to such a mapping it is convenient to identify three sets:

\[
\begin{align*}
\mathcal{M} &= \{ (i, j) \in \sigma : \text{the 'matches' and 'swaps'} \} \\
\mathcal{D} &= \{ i \in S \mid \forall j \in T, (i, j) \not\in \sigma : \text{the 'deletions'} \} \\
\mathcal{I} &= \{ j \in T \mid \forall i \in S, (i, j) \not\in \sigma : \text{the 'insertions'} \}
\end{align*}
\]

Where \( \Sigma \) is the label alphabets of source and target trees, let \( \gamma(i) \) be the label of node \( i \). Let \( C \) be a cost table of dimensions \(|\Sigma| + 1 \times |\Sigma| + 1 \). The cost of a mapping is the sum over the atomic costs defined by\(^2\)

\[
\begin{align*}
\text{for } (i, j) \in \mathcal{M} & \quad \text{cost is } C[\gamma(i), \gamma(j)] \\
\text{for } i \in \mathcal{D} & \quad \text{cost is } C[\gamma(i)][0] \\
\text{for } j \in \mathcal{I} & \quad \text{cost is } C[0][\gamma(j)]
\end{align*}
\]

The so-called unit-cost matrix, \( C_{00} \), has 0 on the diagonal and 1 everywhere else. For a given cost matrix \( C \), the Tai- or tree-distance \( \Delta(S, T) \) is defined as the cost of the least-costly Tai mapping \( \sigma \) between \( S \) and \( T \).

There is an alternative, more procedural definition route, via tree-edit operations analogous to string-edit operations. The table below depicts the three edit operations:

<table>
<thead>
<tr>
<th>Operation</th>
<th>Script Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>((m \bar{I}(x \bar{d} \bar{r})))</td>
<td>((x, \lambda))</td>
</tr>
<tr>
<td>((m \bar{I}(y \bar{d} \bar{r})))</td>
<td>((\lambda, y))</td>
</tr>
<tr>
<td>((m \bar{I}(x \bar{d} \bar{r})))</td>
<td>((x, y))</td>
</tr>
</tbody>
</table>

Thus deletion involves making the daughters of some node \( x \) into the daughters of that node’s parent \( m \), insertion involves taking some of the daughters of a node \( m \) and making them instead the daughters of a new daughter \( y \) of \( m \), and swapping/matching involves simply replacing some node \( x \) with a node \( y \) at the same position.

The right-hand column shows the script element which is used to record the use of particular edit operation. Using the same table of cost \( C \) as was used for costing a mapping, a cost can be assigned to the script describing the operations to transform a tree \( S \) into a tree \( T \), and a script-based definition of distance then given via minimising this cost.

The mapping- and script-based definitions are equivalent (Tai, 1979; Kuboyama, 2007), with a script serving as a serialised representation of a mapping. (Zhang and Shasha, 1989) provided an efficient algorithm for its calculation.

---

\(^1\)So if \( (i_1, j_1) \) and \( (i_2, j_2) \) are in the mapping, then (T1) \( left(i_1, i_2) \Leftrightarrow left(j_1, j_2) \) and (T2) \( anc(i_1, i_2) \Leftrightarrow anc(j_1, j_2) \).

\(^2\)See also (Emms and Franco-Penya, 2011) in these proceedings.
To illustrate, below is shown first a mapping between two trees, and second the sequence of edit-operations corresponding to it, with some of the intermediate stages as these operations are applied; with unit-costs the distance is 3:

It is easy to see that for strings encoded as linear, vertical trees, the string-distance and tree-distance coincide. We will use tree-distance and Tai-distance interchangeably, though the literature contains several other, non-equivalent notions bearing the name tree-distance. Based, as it is, simply on the notion of mappings respecting the two defining dimensions of trees, the Tai distance seems a particularly compelling notion.

3 STOCHASTIC SEQUENCE AND TREE DISTANCES

(Ristad and Yianilos, 1998) introduced a probabilistic perspective on string distance, defining a model which assigns a probability to every possible edit-script. Edit-script components \( e_i \in EdOp \cup \{\#\} \) are pictured as generated in succession, independently of each other. There is an emission probability \( p \) on edit-script components, such that \( \sum_{e \in EdOp \cup \{\#\}} p(e) = 1 \), and a script’s probability is defined by

\[
P(e_1 \ldots e_n) = \prod_i p(e_i)
\]

For a given string pair \((s, t)\), as before \(E(s, t)\) denotes all the edit-scripts which have \((s, t)\) as their

yield. They then define the all-paths stochastic edit distance, \(\Pi^\theta(s, t)\), as the sum of the probabilities of all scripts \(e \in E(s, t)\), whilst the viterbi version \(\Pi^\theta_v(s, t)\) is the probability of the most probable one.

It is natural to consider to what extent the probabilistic perspective adopted for string-distance by Ristad and Yianilos can be applied to tree-distance. The simplest possibility is to use exactly the same model of edit-script probability, which leads to the notions:

**Definition 1** (All-scripts stochastic Tai similarity/distance). The all-scripts stochastic Tai similarity, \(\Theta^\lambda(S, T)\), is the sum of the probabilities of all edit-scripts which represent a Tai-mapping from \(S\) to \(T\).

The all-scripts stochastic Tai distance, \(\Delta^\lambda(S, T)\), is its negated logarithm, ie.

\[
2^{-\Delta^\lambda(S, T)} = \Theta^\lambda(S, T)
\]

**Definition 2** (Viterbi-script stochastic Tai similarity/distance). The Viterbi-script stochastic Tai similarity, \(\Theta_v^\lambda(S, T)\), is the probability of the most probable edit-script which represents a Tai-mapping from \(S\) to \(T\). The Viterbi-script stochastic Tai distance, \(\Delta_v^\lambda(S, T)\), is its negated logarithm, ie.

\[
2^{-\Delta_v^\lambda(S, T)} = \Theta_v^\lambda(S, T)
\]

For \(\Theta^\lambda\) and \(\Theta_v^\lambda\) the probabilities on each possible component of an edit script, \(EdOp \cup \{\#\}\), must be defined. In a similar fashion to the non-stochastic case, let this be defined by a table \(C^\theta\) of dimensions \(|\Sigma| + 1 \times |\Sigma| + 1\) such that:

- for \((x, y) \in \Sigma \times \Sigma\) \(p((x, y)) = C^\theta(x, y)\)
- for \(x \in \Sigma\) \(p((x, \#)) = C^\theta(y, 0)\)
- for \(y \in \Sigma\) \(p((\#, y)) = C^\theta(0, y)\)
- \(p(\#) = C^\theta(0, 0)\)

For convenience \(C^\theta(0, 0)\) is interpreted as \(p(\#)\). The sum over all the entries in this table should be 1. It is clear that an equivalent cost-table \(C^\lambda\) can be defined, containing the negated logs of the \(C^\theta\) entries, and that \(\Delta_v^\lambda(S, T)\) can be equivalently defined by an additive scoring of the scripts using the entries in \(C^\lambda\). Therefore \(\Delta_v^\lambda(S, T)\) coincides with the standard notion of tree-distance\(^4\) if the cost-table is restricted to be the image of a possible probability-table under the negated logarithm mapping. We will call such tables stochastically valid cost tables. Again it is easy to see that with sequences encoded as vertical trees, these notions coincide with those defined on sequences by Ristad and Yianilos.

\(^4\Delta_v^\lambda(S, T)\) will include a contribution from the negated log of \(p(\#)\). As all pairs will share this contribution, any application ranking pairs can ignore this contribution.
For the Viterbi-script distance $\Delta^V(S, T)$, the well known Zhang/Shasha algorithm is an implementation. The Viterbi-script similarity $\Theta^V$ can also be obtained by a variant replacing $+$ with $\times$. Implementing the All-script distance $\Delta^A(S, T)$ (or equivalent similarity $\Theta^A(S, T)$) turns out though to require one subtle change to the original Zhang/Shasha formulation. This is explained at further length below.

Figure 1 gives an algorithm for $\Delta^A$ and $\Delta^V$. To discuss it first some definitions from (Zhang and Shasha, 1989) are required. The algorithm operates on the left-to-right post-order traversals of trees. If $k$ is the index of a node of the tree, the left-most leaf, $l(k)$, is the index of the leaf reached by following the left-branch down. For a given leaf there is a highest node of which it is the left-most leaf and any such node is called a key-root. For any tree $S$, $KR(S)$ is the key-roots ordered by position in the post-order traversal. If $i$ is the index of a node of $S$, $S[i]$ is the sub-tree of $S$ rooted at $i$ (i.e. all nodes $n$ such that $l(i) \leq n \leq l(i)$). Where $i$ is any node of a tree $S$, for any $i_j$ with $l(i) \leq i_j \leq i$, the prefix of $S[i]$ from $l(i)$ to $i_j$ can be seen as a forest of subtrees of $S[i]$, denoted $For(l(i), i_j)$.

The description instantiates to two algorithms, with $x = V$ for Viterbi, and $x = A$ for All-Scripts. In both cases, it is a doubly nested loop ascending through the key-roots of $S$ and $T$, in which for each pair of key-roots $(i, j)$, a sub-routine $tree\_dist^x(i, j)$ is called. Values in a tree-table $F$ are set during calls to $tree\_dist^x(i, j)$ and persist. Each call to $tree\_dist^x(i, j)$ operates on a sub-region of the forest-table $F$, from $l(i)-1, l(j)-1$ to $i, j$. The loop is designed so that $F[i][j]$ is the forest-distance from $For(l(i), i_j)$ to $For(l(j), j_k)$. $F$-entries do not persist between separate calls to $tree\_dist^x(i, j)$.

In the Viterbi case, $TD^V$, there is no inversion from neg-logs to probabilities, and the algorithm can be applied when $CA$ is an arbitrary table of atomic costs.

It is the design of case 2 that enforces that only Tai mappings are considered: when a forest distance $F^V[i][j]$ is to be computed, the possibility that $i_j$ is mapped to $j$ is factored into a forest+tree combination $TM^V = F^V[l(i)-1][l(j)-1] + F^V[i][j]$, so that descendants of $i_j$ can only possibly match with descendants of $j$ and vice-versa.

Setting $x$ to $V$ for Viterbi, the algorithm is almost identical to that in (Zhang and Shasha, 1989), except

\[5\] The initialisation sets the left-most column of this to represent the pure deletion cases $For(l(i), i_j)$ to $0$, and the uppermost row to represent the pure insertion cases $0$ to $For(l(j), j_k)$.
relevant trees or forests. Looking again at the asterisked line, through not setting \( T^A[i][j] = T^A[i][j] \), \( T^A[i][j] \) is not the log of the sum of the probabilities of all the scripts which can align \( S[i] \) and \( T[j] \) but instead the sum over all the cases in which \( i \) is mapped to \( j \). For the subsequent use of \( T^A \) in case 2, this is now a necessary feature: if \( T^A[i][j] \) does not have this interpretation then when these values are called upon in case 2, probabilities of scripts ending in either deletion of \( i \), or insertion of \( j \), are doubly counted.

**Example** Let \( t_1 = t_2 = (b \ (a \ b)) \), and suppose the cost-table to the right below, which represents as negated logs the probabilities of scripts ending in either deletion of \( i \), or insertion of \( j \), and suppose

\[
\begin{array}{c|ccc}
\lambda & a & b \\
\hline
\lambda & 1 & 3 & \infty \\
\hline
a & 3 & \infty & \infty \\
b & \infty & \infty & \infty \\
\end{array}
\]

By inspection, \( \Theta^A(t_1, t_2) = (1/2)^6 (1/64) \), \( \Theta^V(t_1, t_2) = (1/2)^6 (1/128) \), and these are the values, or rather their negated logs, which will be calculated by the algorithm in Figure 1. However, if \( T^A[a][a] \) were to include the probabilities for scripts involving the deletions or insertions of \( a \), \( \Theta^A(t_1, t_2) \) would be incorrectly calculated to be \( (1/2)^6 (3/64) \).

As a final remark concerning the algorithm for the Viterbi case, it is straightforward to extend the algorithm so that it returns not just the cost of the best script but also the best script itself. Hence we shall write \( (v, V) = TD^A(S, T) \).

### 4.1 All-scripts EM

As a first step towards a cost-adaptation algorithm, consider the following **brute-force all-scripts EM algorithm**, \( EM^{\text{bf}}_{\text{ft}} \), consisting in interations of the following pair of steps

**\( (\text{Exp})_A \)** generate a virtual corpus of scripts by treating each training pair \((S, T)\) as standing for all the edit-scripts \( \sigma \), which can relate \( S \) to \( T \), weighting each by its conditional probability \( P(\sigma | \Theta^A(S, T)) \), under current probabilities \( C^A \).

**\( (\text{Max}) \)** apply maximum likelihood estimation to the virtual corpus to derive a new probability table. A virtual count or expectation \( \gamma_{S,T}(op) \) contributed by \( S, T \) for an operaton \( op \) can be defined by

\[
\gamma_{S,T}(op) = \sum_{\sigma, \beta \in \tau} \left[ P(\sigma | \Theta^A(S, T)) \times \text{freq}(op \in \sigma) \right]
\]

and the \( (\text{Exp})_A \) accumulating these values \( \gamma_{S,T}(op) \) for all possible \( op \)'s over all training pairs. The picture below attempts to illustrate this for a particular
For the case of linear trees, this amounts to the same adaptation proposal as that put forward by (Ristad and Yianilos, 1998). This brute-force algorithm is exponentially expensive. To obtain a feasible equivalent algorithm one may attempt to apply the same strategy as that used by (Ristad and Yianilos, 1998) for the case of linear trees, which is for each tree pair \((S, T)\), to first compute position-dependent expectations \(\gamma_{S,T}(i,j)(op)\) for each operation and then sum these position-independent expectations to give the expectations per-pair \(\gamma_{S,T}(op)\). In this approach, \(\gamma_{S,T}(i,j)(m,m')\), the expectation for a swap \((m, m')\) at \((i, j)\) has the semantics

\[
\gamma_{S,T}(i,j)(m,m') = \sum_{\sigma \in E(S,T)} \frac{\rho(\sigma)}{\Theta(\sigma, S, T)} \times \frac{\sigma_{m,m'}}{\sigma_{m,m'}}
\]

or in words, it is the sum over the conditional probabilities of any script \(\sigma\) containing a \(m, m'\) substitution, given that it is a script between \(S\) and \(T\).

For the case of linear trees, the position-dependent expectations \(\gamma_{S,T}(i,j)(m,m')\) can be computed feasibly because firstly, the summation in the above can be factorised into a product of 3 terms

\[
\sum_{\sigma \in E(S,T)} \frac{\rho(\sigma)}{\Theta(\sigma, S, T)} \times \frac{\sigma_{m,m'}}{\sigma_{m,m'}}
\]

and secondly the summations over the possible scripts prefixing \((m, m')\), and the possible scripts suffixing \((m, m')\) can be straightforwardly calculated; the first is the all-scripts algorithm, and the second an easily formulated 'backwards' variant.

For the case of general trees (as opposed to linear trees) (Boyer et al., 2007) propose such a factorisation approach. Their proposal turns out, however, to be unsound, factorizing the problem in a way which is invalid given the ancestry-preservation aspect of Tai mappings\(^7\). To explain this, consider Figure 2, which reproduces the essentials of an example from their paper\(^8\).

\(^7\)A fact which they concede p.c.

\(^8\)Fig. 3 p61

---

**Figure 2: The swap-case in expectation calculation**

For the pair of trees, we wish to calculate the position-dependent expectation \(\gamma_{S,T}(i,j)(m,m')\). (Boyer et al., 2007) propose an algorithm implying the correctness of the factorisation

\[
\sum_{\sigma \in E(S,T)} \frac{\rho(\sigma)}{\Theta(\sigma, S, T)} \times \frac{\sigma_{m,m'}}{\sigma_{m,m'}} = \sum_{\sigma \in E(S,T)} \frac{\rho(\sigma)}{\Theta(\sigma, S, T)} \times \frac{\sigma_{m,m'}}{\sigma_{m,m'}}
\]

where the terms (i)–(iii) corresponds to the indicated regions in Figure 2. The problem is with final term (iii) in the product. Each edit-script \(\sigma \in E(S,T)\) represents a Tai mapping between \(S\) and \(T\). The summation \(\sum_{\sigma \in E(S,T)} \frac{\rho(\sigma)}{\Theta(\sigma, S, T)} \times \frac{\sigma_{m,m'}}{\sigma_{m,m'}}\) refers to those scripts which represent a Tai mapping with the property that \(m_4\) is mapped to \(m'_4\). This means that if an ancestor of \(m_4\) in the mapping (ie. not deleted) then its image under the mapping must be an ancestor of \(m'_4\), and vice-versa. The final term in the product, \(\sum_{\sigma \in E(S,T)} \frac{\rho(\sigma)}{\Theta(\sigma, S, T)} \times \frac{\sigma_{m,m'}}{\sigma_{m,m'}}\), sums over any script between these two sub-trees of \(S\) and \(T\) and this will include scripts in which node \(\gamma_{6}\) of \(S\) is mapped to \(\gamma_{6}\) of \(T\), and this corresponds to a mapping in which an ancestor of \(m_4\) is mapped to a non-ancestor of \(m'_4\):

For example if the only non-zero probability script from \((\gamma_{6}(S))\) to \((\gamma_{6}(S'))\) is one mapping the \(\gamma_{6}\) of \(S\) to the \(\gamma_{6}\) of \(T\) then \(\gamma_{4,4}(m,m')\) should be zero, though according to (2) it will not be.

For general trees, a feasible equivalent to the brute-force \(EM_{EM}\) remains an unsolved problem.

### 4.2 Viterbi EM

An approximation to the the All-scripts proposal consists in simply in replacing the \(\text{ExpA}\) step by
(Exp): generate a virtual corpus of scripts by treating each training pair \((S,T)\) as standing for the best edit-script \(\gamma\), which can relate \(S\) to \(T\), weighting it by its conditional probability \(P(\gamma)/\Theta^\alpha(S,T)\), under current costs \(\Theta\).

Where \(\gamma\) is the best-script, the virtual count or expectation \(\gamma(S,T)(op)\) contributed by \(S\) for \(T\) for the operation \(op\) would in this case be defined by

\[
\gamma(S,T)(op) = \Theta^\gamma(S,T) \times \text{freq}(op \in \gamma)
\]

and the (Exp) step accumulates these values \(\gamma(S,T)(op)\) for all possible \(op\)'s over all training pairs. The picture below attempts to illustrate this for a particular operation \((a,b)\) occurring on the best-path \(\gamma\) between a particular tree pair.

Figure 3 spells out this Viterbi cost-adaptation algorithm for stochastic tree-distance.\(^9\)

\[
\begin{align*}
\Theta & = \sum_{\gamma} \gamma(S,T) \\
\Theta^\gamma & = \text{Viterbi EM cost adaptation for tree-distance}\end{align*}
\]

\[
\text{Figure 3: Distance-weighted } k\text{ nearest neighbour classification}
\]

top\((k, \mathcal{D})\) basically picks the first \(k\) items from \(\mathcal{D}\). The \text{weighting} converts the panel of distance-rated items to weighted votes for their categories, and in the experiments reported later, the options for the conversion of an item of category \(C\), at distance \(d\), into a vote \(v(C,d)\) are \text{Majority}: \(v(C,d) = 1\); \text{Dudani}: \(v(C,d) = (d_{\max} - d)/(d_{\max} - d_{\min})\), or 1 if \(d_{\max} = d_{\min}\), where \(d_{\max}\) and \(d_{\min}\) are maximum and minimum distances in the panel (Dudani, 1976).

It can arise that the test tree \(T\) contains a symbol for which \(C^\alpha\) has no entry. One option is to assign all operations involving the symbol some default cost \(\kappa\). See the Appendix for a proof that the ordering of neighbours is independent of the value chosen for \(\kappa\).

In applying the \text{EM'} cost-adaptation in the context of the k-NN classification algorithm, the training set for cost-adaptation was taken to consists of tree pairs \((S,T)\), where for each example-set tree \(S\), \(T\) is a nearest same-category neighbour. The training algorithm should less the stochastic tree-distance between these trees.

\text{EM'} like all other EM algorithms needs an initialisation of its parameters. We will use \(C^\alpha_u(d)\) for a 'uniform' initialisation with diagonal factor \(d\). This will mean that \(C^\alpha_u(d)\) is a stochastically valid cost-table, with the additional properties that (i) all diagonal entries are equal (ii) all non-diagonal entries are equal (iii) diagonal entries are \(d\) times more probable.

5 EXPERIMENTS WITH VITERBI EM COST-ADAPTATION

We have conducted some experiments with this Viterbi EM cost-adaptation approach. In particular we have considered how it might adapt a tree-distance measure that is put to work in a k-NN classification algorithm.

Figure 4 outline the distance-weighted \text{kNN} classification algorithm which was used in the experiments.

\[
\text{knn\_class(}\mathcal{E}\text{mples}, C^\alpha, k, \mathcal{D}\text{)} \{ \\
\text{let } \mathcal{D} = \text{SORT}(\{(S,\Delta^\alpha_u(S,T)) \mid S \in \text{Examples} \text{ }} \) \text{while}(\text{!resolved}) \{ \\
\text{let } \mathcal{P} = \text{top}(k, \mathcal{D}), \mathcal{V} = \text{weighing}(\mathcal{P}) \\
\text{if}(\text{no winner in } \mathcal{V}) \{ \text{set } k = k + 1 \} \text{else } \{ \text{resolved = true} \} \\
\text{return category with highest vote in } \mathcal{V} \}
\]

\[
\text{Figure 4: Distance-weighted } k\text{ nearest neighbour classification}
\]

\[\text{Modulo some niceties concerning ties which space precludes detailing}\]

\[\text{\text{\scriptsize Note: } } \Sigma\text{ is the label alphabet of the tree-pairs in } \mathcal{P}. \text{ The algorithms } \text{T}D^\gamma \text{ and } \text{T}D^\delta \text{ are as defined in Figure 1.}\]

\[\text{Such Viterbi training variants have been found beneficial, for example in the context of parameter training for PCFGs (Benediti and Sánchez, 2005).}\]
than non-diagonal. For these purposes the cost-table entry for \( p(\#) \) is treated as non-diagonal. As an illustration, for an alphabet of just 2 symbols, the initialisations \( C_u(d) \) for \( d = 3, 10, 100, \) and 1000 are:

\[
\begin{array}{cccc}
\lambda & a & b & \lambda & a & b \\
\hline
\lambda & 3.7 & 3.7 & 4.755 & 4.755 & 4.755 \\
\lambda & 3.7 & 2.115 & 3.7 & 4.755 & 1.433 & 4.755 \\
\lambda & 3.7 & 3.7 & 2.115 & b & 4.755 & 4.755 & 1.433 \\
100 & \lambda & a & b & 1000 & \lambda & a & b \\
\hline
\lambda & 7.693 & 7.693 & 7.693 & \lambda & 10.97 & 10.97 & 10.97 \\
\lambda & 7.693 & 1.05 & 7.693 & a & 10.97 & 1.005 & 10.97 \\
\lambda & 7.693 & 7.693 & 1.05 & b & 10.97 & 10.97 & 1.005 \\
\end{array}
\]

As a smoothing option concerning a table \( C^A \) derived by \( EM^V \), let \( C^A_\lambda \) be its interpolation with the original \( C^A_u(d) \) as follows

\[
2^{-C^A_\lambda[i][j]} = \lambda(2^{-C^A_u[i][j]} + (1 - \lambda)(2^{-C^A_u(d)[i][j]})
\]

with \( 0 \leq \lambda \leq 1 \), with \( \lambda = 1 \) giving all the weight to the derived table, and \( \lambda = 0 \) giving all the weight to the initial table.

The dataset used was a natural language processing one, being a corpus of (broadly) semantically categorised, and syntactically analysed questions, which was created by from two pre-existing datasets. QuestionBank (QB) is a hand-corrected treebank for questions (Judge et al., 2006; Judge, 2006b), and (Judge, 2006a). A substantial percentage of the questions in QB are taken from a corpus of semantically categorised, syntactically unannotated questions (CCG, 2001). From these two corpora we created a corpus of 2755 semantically categorised, syntactically analysed questions, spread over the semantic categories as follows:\(^{11}\)

<table>
<thead>
<tr>
<th>Cat</th>
<th>HUM</th>
<th>ENTY</th>
<th>DESC</th>
<th>NUM</th>
<th>LOC</th>
<th>ABBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>647</td>
<td>621</td>
<td>533</td>
<td>461</td>
<td>455</td>
<td>38</td>
</tr>
<tr>
<td>%</td>
<td>23.48</td>
<td>22.54</td>
<td>19.35</td>
<td>16.73</td>
<td>16.52</td>
<td>1.38</td>
</tr>
</tbody>
</table>

For further details of the software and data see (Emms, 2011). Figure 5 shows some results of a first set of experiments, with unit-costs and then with some stochastic variants. For the stochastic variants, the cost initialisation was \( C^A_u(3) \) in each case. All the experiments followed a stratified 10-fold cross-validation approach. The data was randomly split into 10 equal size folds, with approximately equal distribution of the categories in each. Then in turn each fold has taken as the test data, and the remaining 9 folds used as the example set. When cost-adaptation was applied this means that the training pairs for \( EM^V \) come from the example set. The figure shows results using the Dudani-voting variant of k-NN; the Majority-voting variant was less effective.

The first thing to note is that performance with unit-costs (\( \bigvee \), max. 67.7%) exceeds performance with the non-adapted \( C^A_u(3) \) costs (\( \bigtriangleup \), max. 63.8%). Though not shown, this remains the case with far higher settings of the diagonal factor. Performance after applying \( EM^V \) to adapt costs (\( \bigtriangleup \), max. 53.2%) is worse than the initial performance (\( \bigtriangleup \), max. 63.8%). A Leave-One-Out evaluation, in which example-set items are categorised using the method on the remainder of the example-set, gives accuracies of 91% to 99%, indicating \( EM^V \) has made the best-scripts connecting the training pairs too probable, over-fitting the cost table. The vocabulary is sufficiently thinly spread over the training pairs that its quite easy for the learning algorithm to fix costs which make almost everything but exactly the training pairs have zero probability. The performance when smoothing is applied (+, max. 64.8%), interpolating the adapted costs with the initial cost, with \( \lambda = 0.99 \), is considerably higher than without smoothing (\( \bigtriangleup \)), attains a slightly higher maximum than with unadapted costs (\( \bigtriangleup \)), but is still worse than with unit costs (\( \bigvee \)).

The following is a selection from the top 1% of adapted swap costs.

<table>
<thead>
<tr>
<th>k values</th>
<th>% accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
</tr>
</tbody>
</table>

Figure 5: Categorisation performance with unit costs and some stochastic variants

For the data-set used, these learned preferences are to some extent intuitive, exchanging punctuation marks,
words differing only by capitalisation, related parts of speech (VBD vs VVZ etc), verbs and their contractions and so on. One might expect this discounting of these swaps relative to others to assist the categorisation, though the results reported so far indicate that it did not.

Recall that the cost-table for the stochastic edit distance is a representation of probabilities, with probabilities represented by their negated base-2 logarithms. A 0 in this case represents the probability 1. Because in a stochastically valid cost table, the sum over all the represented probabilities must be 1, a single 0 entry in a cost table implies infinite cost entries everywhere else. This means that a stochastically valid cost table cannot have zero costs on the diagonal, which is the situation of the unit-cost table, which is clearly 'uniform' in a sense, is not directly emulated by the 'uniform' stochastic initialisations \( C_0 \). This aspect perhaps mitigates against success. The diagonal factor \( d \) in the cost initialisation is designed to make the entries on the diagonal more probable than other entries, but even with very high values for \( d \), indicating a high ratio between the diagonal and off-diagonal probabilities, the diagonal costs are not negligible. This means that the unit-cost setting, \( C_0 \), which is clearly 'uniform' in a sense, is not directly emulated by the 'uniform' stochastic initialisations \( C_0(d) \). The performance with the unadapted uniform stochastic initialisation was below the performance with unit-costs. Although results in Figure 5 show just the outcomes with \( C_0(3) \), this remained the case with far larger values of the diagonal factor \( d \). This invites consideration of outcomes if a final step is applied in which all the entries on the cost-table's diagonal are zeroed. In work on adapting cost-tables for a stochastic version of string distance used in duplicate detection, (Bilenko and Mooney, 2003) used essentially this same approach. Figure 6 shows outcomes when the trained and smoothed costs finally have the diagonal zeroed.

The (\( \checkmark \)) series once again shows the outcomes with unit-costs. In this experiment, with the diagonal zeroed, this is necessarily also the outcome obtained with any unadapted uniform stochastic initialisation \( C_0(d) \). The other lines in the plot show the outcomes obtained with costs adapted by \( EM^\lambda \), smoothed at various levels of interpolation \( \lambda \in \{0.99, 0.9, 0.5, 0.1\} \) and with the diagonal zeroed. Now the unit costs base-line is clearly out-performed, the best result being 72.5\% (\( k = 20, \lambda = 0.99 \)), as compared to 67.5\% for unit-costs (\( k = 20 \)). Also better results are obtained with the higher levels of the interpolation factor, indicating greater weight given to the values obtained by \( EM^\lambda \) and less to the stochastic initialisation.

6 CONCLUSIONS

One can tentatively conclude on the basis of these experiments that the Viterbi EM cost-adaptation can increase the performance of a tree-distance based classifier, and improve it to above that attained in the unit-cost setting, though this does require smoothing of derived probabilities and a final step of zeroing the diagonal.

Experiments with further data-sets is required. One type of data of interest would be the digit-recognition data-set represented by a tree-encoding of outline looked at by (Bernard et al., 2008). It would also be interest to look at applications not do with categorisation per-se. For example, in the NLP-related tasks of question-answering and entailment recognition, the aim is assess pairs of sentences for their likelihood to be a question-answer or hypothesis-conclusion pair. A training set of such pairs could also serve as potential input to the cost adaptation algorithm.

Alignments between different pairs of trees can end up being represented by the same edit-script. A minimal example is that the script \( (a,A)(b,B)(c,C) \) can serve to connect both the pairs \( (t_1,t_2) \) and \( (t_1',t_2') \), where:

\[

t_1 : (c(a)(b)) \quad t_2 : (C(A)(B)) \\
t_1' : (c(b(a))) \quad t_2' : (C(B(A)))
\]

Therefore the All-script and Viterbi-script stochastic edit-distances are only a step towards a fully fledged generative model of aligned trees. A fully-fledged model would include further factors to divide the probability \( P(a,A) \times P(b,B) \times P(c,C) \)
between the tree-pairs. A direction for further work is the investigation of such a model of aligned trees, and how it relates to some other recent proposals concerning adaptive tree measures such as (Takasu et al., 2007), (Dalvi et al., 2009)
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APPENDIX

Proof concerning out of table costs

Let \( C^\lambda \) be a cost-table associated with a given label alphabet \( \Sigma \), let \( T \) be a tree with \( n \) symbols \( \not\in \Sigma \), and let \( \kappa \) be a fixed, out-of-table cost for any \( (x,u) \), where \( x \in \Sigma \cup \{\lambda\} \), \( u \not\in \Sigma \). Suppose \( S \) is a tree whose labels are in \( \Sigma \). Every \( s \in E(S,T) \) involve \( n \) out-of-table events. Suppose \( \Psi \) is the least-cost script, with cost \( \text{cost}_\Psi(V) \). Now suppose under a higher setting of \( \kappa \) for out-of-table costs, that \( V^\lambda \neq \Psi \) is the least-cost script, so \( \text{cost}_\Psi(V^\lambda) < \text{cost}_\Psi(V) \). But recosting according to \( \kappa \) gives \( \text{cost}_\Psi(V^\lambda) < \text{cost}_\Psi(V^\lambda) \), which contradicts minimality of \( \Psi \) under \( \kappa \). So the minimal script is invariant to changes of \( \kappa \), and \( \Delta_\Psi(S,T) = \Delta_{V^\lambda}(S,T) = n \times (\kappa - \kappa^\prime) \). It follows that neighbour ordering is invariant to changes of \( \kappa \).