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Abstract

In the context of fast and low cost speaker recognition, this article investigates several techniques based on decision trees. A new approach is introduced where the trees are used to estimate a score function rather than returning a decision among classes. This technique is developed to approximate the GMM log-likelihood ratio (LLR) score function. On top of this approach, different solutions are derived to improve the accuracy of the proposed trees. The first one studies the quantization of the LLR function to create classification trees on the LLR values. The second one makes use of knowledge on the GMM distribution of the acoustic features in order to build oblique trees. A third extension consists in using a low-complexity score function in each of the tree leaves. Series of comparative experiments are performed on the NIST 2005 speaker recognition evaluation data in order to evaluate the impact of the proposed improvements in terms of efficiency, execution time and algorithmic complexity. Considering a baseline system with an equal error rate (EER) of 9.6% on the NIST 2005 evaluation, the best tree-based configuration achieves an EER of 12.9%, with a computational cost adapted to embedded devices and an execution time suitable for real-time speaker identification.
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1 Introduction

1.1 Presentation and context

The objective of speaker verification is to authenticate a person’s claimed identity based on a spoken utterance. The task of speaker recognition can be formulated in a probabilistic framework as a hypothesis testing problem: Given a speech segment \( Y = \{y_1, ..., y_T\} \) (represented as a sequence of acoustic features \( y_t \)) and a claimed identity \( X \), the speaker verification task consists in deciding between two hypotheses \( H_X \) and \( H_{\bar{X}} \):

- \( H_X \): the observed spoken utterance \( Y \) has been pronounced by \( X \)
- \( H_{\bar{X}} \): the observed spoken utterance \( Y \) has been pronounced by another speaker

In practical applications, \( H_X \) corresponds to a match between the person’s voice and the claimed authorized user enrolled in the system (also called client). Conversely, \( H_{\bar{X}} \) corresponds to a mismatch between the current speaker’s identity and the observed voice, which happens in the case of an impostor access.

In the Bayesian framework, the optimal test to decide between these two hypotheses is a (log) likelihood ratio (LLR) test:

\[
S_X(Y) = \log \frac{p_{H_X}(Y)}{p_{H_{\bar{X}}}(Y)} \begin{cases} \geq \Theta \text{ accept } H_X \\ < \Theta \text{ reject } H_{\bar{X}} \end{cases}
\]

(1)

where \( \Theta \) is a decision threshold. This approach relies on the existence of both probability density functions \( p_{H_X} \) and \( p_{H_{\bar{X}}} \) on the whole acoustic feature space.

Most state of the art text-independent speaker recognition systems rely on probabilistic models of the acoustic features. The dominant approach consists in modelling these features with Gaussian mixture models (GMM) (1) and then using these models in the Bayesian framework. More recently, new approaches using Support Vector Machines (SVM) techniques have been proposed to directly classify either a whole sequence of acoustic features (2; 3) or to learn the decision function on top of GMM systems (4). Performance can be further improved using a combination and fusion of modelling and discriminative approaches (5).

For both GMM and SVM techniques, the size of the speaker templates and/or the complexity of the decision process constitute a bottleneck for the development of real large-scale applications. In particular:
• The score computation time is a crucial point in applications like speaker identification when the number of users is large.
• The size and complexity of the speaker templates can be a limiting factor for implementing voice authentication algorithms on embedded devices (e.g. smart cards, robots).

Several methods have been developed in the field of speech processing to speed up the computation of the likelihood function and reduce the complexity of the model description in the case of GMM models (this aspect has been much less studied for SVM, as it is a more recently emerging technique in the speech area).

Many studies have focused on how to rapidly select the most significant Gaussians in a GMM at the observation level, without having to compute all Gaussians probabilities. Various approaches have been investigated to create “shortlists” directly from the GMM models using vector quantization techniques (6; 7) or decision trees (8); see (9) for a brief review of shortlists techniques and (10) for more information.

Specifically in the field of speaker recognition, two factors dominate the computation process for a GMM system, as studied in (11): the complexity of the mixture and the number of observations to score. Speed-ups are typically obtained by:

• reducing the dimensionality of the GMM
• down-sampling/pre-selecting the number of observations to score
• quantizing the scoring module output for specific devices

With these approaches, typical speed-up factors lie between 15 and 50.

Gaussian selection methods applied to speaker verification are presented for instance in (12). In (9), a similar approach is derived based on structural GMMs to hierarchically cluster all Gaussian mixtures. When the whole test utterance is known, e.g. for processing files rather than speech streams, an observation reordering pruning method is proposed in (13) to rapidly discard unlikely speakers. This method is coupled with Gaussian selection in (14) to achieve a better computational speed-up. In (15), an alternative method is presented which consists in re-quantizing the whole scoring algorithm to implement it on a PDA (Personal Digital Assistant).

While these approaches focus on the log-likelihood ratio function for GMM models, only few generic low-cost alternatives have been proposed for fast probabilistic scoring (16; 17). The initial motivation for the present work has been to seek solutions for biometric authentication with drastically low computational resources and minimal arithmetics, i.e. additions and multiplications.
The targeted embedded devices are smart cards or integrated circuits.

1.2 Decision trees

Decision trees have been extensively used in many applications and offer one of the most economical solutions for classifying data in terms of constrained algorithmic resource needs. When used for speaker recognition, decision trees are usually trained to learn a decision boundary between speaker and non-speaker speech patterns, using for instance the CART (Classification And Regression Tree) approach, as in (16).

Tree based classification schemes have several drawbacks:

- They usually perform less well than conventional probabilistic approaches,
- Decision trees built with the Classification And Regression Tree algorithm (CART) are considered as weak classifiers (18; 19),
- They model a decision boundary which is only valid for a particular operating condition.

In (17; 20), Blouet and Bimbot introduced a new paradigm using decision trees in speaker recognition for directly modelling a score function, for instance a likelihood ratio. This alternative viewpoint has several favorable properties:

- Trees are trained to estimate a score rather than making a decision, which interfaces well with Bayesian decision theory (independently of the operating condition), when the score can be interpreted as a likelihood ratio.
- Trees offer an extremely fast way to assign a score rather than computing it with conventional GMM-based likelihood ratios.
- Trees can be used to approximate any kind of score stemming from any type of classifier.

From the functional point of view, conventional GMM-based systems output a log-likelihood score calculated as the ratio of two probability density functions. In the approach considered in this article, the tree-based system outputs a leaf-dependent score value which is indexed by the nodes of the decision tree.

After the initial work by Blouet et al. (17), additional improvements of this method have been proposed (21). This article further investigates on this paradigm and provides a detailed study and experimental results concerning the accuracy, the speed and the required resources of several variants derived from decision trees. In particular, we present extensions dealing with:

---

1 This work was carried out by the IRISA METISS project team in the context of the Inspired IST-2003-507894 European project, http://www.inspiredproject.com.
• score quantization,
• oblique splits in relation with discriminative directions,
• non-uniform leaf-dependent scoring.

Score quantization is used as a way to turn continuous-valued scores into discrete-valued ones, so as to enable the use of classification trees instead of regression trees. Oblique splits are considered so as to rely on region borders which are more suited to the acoustic feature distribution. Finally, the replacement of a constant leaf-dependent score by a non-uniform low-complexity function is intended to refine the ability of the tree-based approach to model score functions with local gradients.

The outline of the paper is as follows. In Section 2, we present the common evaluation framework for all experiments of this article. Section 3 recalls the background and notations for Gaussian Mixture Models applied to speaker recognition. Section 4 presents how decision trees can be used for fast speaker recognition. In section 5, we present the aforementioned extensions of the baseline decision trees. In section 6, the corresponding variants are extensively compared on the common evaluation framework. The results are further discussed in section 7, before the conclusion.

2 Evaluation framework

As indicated in the introduction, we present in detail the assessment protocol used throughout this article to evaluate the performance of the proposed approaches.

2.1 The NIST’05 speaker recognition evaluation

The different systems presented in this article are evaluated under the core test conditions of the NIST 2005 speaker recognition evaluation plan (22). This evaluation uses conversational telephone multilingual speech data of the Mixer Corpus by the Linguistic Data Consortium using the “Fishboard” platform. The core test conditions for training and test segments consist in one side of a conversation excerpt of approximately 5 minutes, which yields about 2 minutes of speech per speaker. The training corpus is composed of 372 female and 274 male speakers and the system evaluation is performed on 31243 tests, composed of 28472 impostor accesses and 2771 client accesses. We denote as \( N_T \) the total number of tests, \( N_C \) the number of client accesses and \( N_I \) the number of impostor accesses.
2.2 Evaluation of system accuracy

The accuracy of a biometric system can be measured in terms of False Acceptance Rate (FAR) and False Reject Rate (FRR). The false acceptance rate measures the percentage of unauthorized impostor attempts accepted by the system and the false reject rate indicates the percentage of genuine client accesses rejected by the system.

When changing the decision threshold of the system, the FAR and the FRR evolve in opposite directions and the point where FAR = FRR is called the Equal Error Rate (EER). For all the systems presented in this article, we focus on the Equal Error Rate (EER) which we consider relevant to the global system performance in terms of hypothesis separability, even though it does not reflect any practical operational situation.

In the context of NIST 05 core test evaluation, the accuracy of the different methods is assessed using the methodology for statistical tests defined in (23): the confidence intervals (CI) around the FAR and FRR are respectively FAR ± σFAR.Zα/2 and FRR ± σFRR.Zα/2 with

\[
\sigma_{\text{FAR}} = \sqrt{\frac{\text{FAR}(1 - \text{FAR})}{N_I}}, \quad \sigma_{\text{FRR}} = \sqrt{\frac{\text{FRR}(1 - \text{FRR})}{N_C}}
\]

\[
Z_{\alpha/2} = \begin{cases} 1.645 \text{ for a } 90\% \text{ CI (CI}_{90}\% & \} \\ 1.960 \text{ for a } 95\% \text{ CI (CI}_{95}\% & \} \\ 2.576 \text{ for a } 99\% \text{ CI (CI}_{99}\% & \} 
\end{cases}
\]

Applying this definition for FAR=FRR, it is reasonable to consider that the confidence interval around the EER is the maximum of the two CIs around FAR and FRR. For the NIST 05 core test, NC < NI and therefore σEER is set equal to \(\sqrt{\frac{\text{EER}(1 - \text{EER})}{N_C}}\). Table 1 gives the CI semi-width for typical EER values in the range of performance of the different systems presented in this article.

Table 1: Confidence intervals semi-width around the EER for typical values of the EER.

<table>
<thead>
<tr>
<th>EER</th>
<th>σEER</th>
<th>CI90%</th>
<th>CI95%</th>
<th>CI99%</th>
</tr>
</thead>
<tbody>
<tr>
<td>8%</td>
<td>5.15e-3</td>
<td>0.85%</td>
<td>1.01%</td>
<td>1.33%</td>
</tr>
<tr>
<td>10%</td>
<td>5.70e-3</td>
<td>0.93%</td>
<td>1.12%</td>
<td>1.47%</td>
</tr>
<tr>
<td>12%</td>
<td>6.17e-3</td>
<td>1.02%</td>
<td>1.21%</td>
<td>1.59%</td>
</tr>
<tr>
<td>15%</td>
<td>6.78e-3</td>
<td>1.12%</td>
<td>1.33%</td>
<td>1.75%</td>
</tr>
<tr>
<td>20%</td>
<td>7.60e-3</td>
<td>1.25%</td>
<td>1.49%</td>
<td>1.96%</td>
</tr>
</tbody>
</table>
2.3 Evaluation of system complexity

For each system presented in this paper, we present the raw complexity of each algorithm in terms of the number of basic operations, i.e.:

- additions
- multiplications
- logarithm / exponential
- tests (relational operators)

This complexity is also evaluated by measuring the global CPU time and memory used to perform the whole NIST05 core task (31243 tests). All experiments are run on a Linux system with a Pentium 4 @3.20GHz and the CPU times reported are measured using the Unix command \texttt{time}.

3 Gaussian Mixtures Models for speaker recognition

3.1 GMM system principles and notations

The most common approach to text-independent speaker recognition is to use Gaussian Mixtures Models (GMM) to model the speech data. A speaker independent model, the Universal Background Model (UBM) is trained over a large amount of speech data from multiple speakers. This model is then adapted to each specific speaker using Bayesian adaptation techniques, e.g. with an Expectation-Maximization (EM) algorithm (24), and a Maximum A Posteriori (MAP) criterion (25).

In the context of the NIST evaluation core task, Reynolds et al. showed in (1) that, for state of the art GMM configurations (i.e. several hundreds of Gaussian components) and limited amounts of training data (typically a few minutes), it is experimentally relevant to adapt only the mean of each Gaussian distribution in the mixture. The result of the adaptation process is therefore a speaker-dependent GMM for which there is a one-to-one correspondence between each Gaussian component and its unadapted version in the UBM (which in fact consists in a simple mean shift).

The speaker GMM and the UBM are respectively denoted $X$ and $\bar{X}$. A mixture of $N_g$ Gaussian distributions in a feature space of dimension $D$ is denoted GMM($N_g, D$). The mean, the diagonal covariance matrix and the weight of the $i^{th}$ Gaussian distribution in the mixture are respectively denoted $\mu_i$, $\Sigma_i$, and $w_i$. By construction, $\Sigma_i$ and $w_i$ are equal for $X$ and $\bar{X}$, while the means
\( \mu_i^X \) are adapted from the means of the UBM \( \mu_i^\overline{X} \). The estimated likelihood that an observation \( y_t \) belongs to a GMM(\( N_g, D \)) of class \( Z \in \{ X, \overline{X} \} \) is then:

\[
\hat{P}(y_t|Z) = \sum_{i=1}^{N_g} w_i \frac{1}{(2\pi)^{D/2} |\Sigma_i|^{1/2}} e^{-\frac{1}{2}(y_t - \mu_i^Z)^T (\Sigma_i)^{-1} (y_t - \mu_i^Z)}
\]

(4)

According to Bayesian decision theory, the authentication of a test data segment \( Y \) composed of \( T \) observations is done by comparing \( Y \) with both a speaker model and the UBM, i.e. \( X \) and \( \overline{X} \). For each observation \( y_t \) composing \( Y \), the score is locally computed as the log-likelihood ratio (LLR):

\[
S_X(y_t) = \log \frac{\hat{P}(y_t|X)}{\hat{P}(y_t|\overline{X})} = \log(\hat{P}(y_t|X)) - \log(\hat{P}(y_t|\overline{X}))
\]

(5)

This score indicates whether the test observation is better explained by the speaker model or by the UBM. Under the hypothesis of independence of the observations \( \{y_t\} \), the score for the verification of \( Y \) with respect to the claimed identity \( X \) is obtained by computing the mean of the LLR scores over all the observations:

\[
S_X(Y) = \frac{1}{T} \sum_{y_t} S_X(y_t),
\]

(6)

The final binary decision (accept/reject) is obtained by thresholding this score.

A frequent optimization described in (1) consists in searching \( N_b \) (typically 5) most likely Gaussians in the UBM for each observation and then compute only those Gaussians likelihood for the target GMM. By removing the computation of less relevant contributions to the likelihood values, this optimization allows to reduce the computation time by a factor \( 2 \times N_g / (N_g + N_b) \) and is bounded by a factor 2.

Several normalization techniques have been developed both at the feature (26; 27) and score (28) levels to enhance the robustness of speaker recognition regarding the acoustic conditions. In the framework of this article, we do not focus on score normalization techniques, although they could improve the system for a specific decision cost function as defined for instance in the NIST05 SRE (22).

Figure 1 illustrates the learning process of a client model from a UBM and the resulting LLR score function in the case of a GMM(128,2). The MAP adaptation is only represented for the 8 most adapted Gaussians (as a complete plot with 256 Gaussians would be unreadable).
Fig. 1. Examples of a UBM and a client GMM(256,2). Left: Top view of the 8 most adapted Gaussians with MAP mean adaptation in the client GMM and their corresponding Gaussian in the UBM. Right: Log likelihood ratio score function in the feature space \((y_1, y_2)\).

### 3.2 GMM system parametrization

In this article, the acoustic observations are obtained from 20 ms speech frames at a 10 ms frame rate, each frame being parametrized as a vector \(y_t\) of 25 or 33 features: 12 or 16 linear prediction cepstral coefficients (LPCC) + 12 or 16 \(\Delta\) LPCC + log energy. Cepstral Mean Subtraction (CMS) (29), variance normalization and short-term Gaussianization (26) are applied to the feature vectors. Two gender-dependent UBM with diagonal covariance matrices are trained with approximately 25 hours of speech.

GMM with different complexity are compared in this article in order to evaluate the relationship between system accuracy and model complexity. We consider GMM with 32 to 2048 Gaussians in feature spaces of dimension 25 or 33 features. The computation of the score function given in eq.(6) using the LLR and the GMM probability density function is computationally expensive and cannot be implemented in most embedded devices or for real-time processing.

### 3.3 GMM system complexity

The number of required operations for computing the LLR in the case of GMM with diagonal covariance matrices is given in table 2. This table is used to compare the complexity of the GMM systems based on LLR computation with the different decision tree based systems.

The performance obtained for GMM systems with different number of Gaussians are presented in section 6.1.
Table 2

LLR score computation complexity of a GMM($N_g, D$) with diagonal covariance matrices for scoring a test signal with $T$ frames using the $N_b = 5$ most likely Gaussians in the UBM for each frame.

<table>
<thead>
<tr>
<th></th>
<th>addition</th>
<th>multiplication</th>
<th>log/exp</th>
<th>tests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(N_g + N_b)\ast$</td>
<td>$2(N_g + N_b)\ast$</td>
<td>$(N_g + N_b + 1)$</td>
<td>$N_b \ast N_g$</td>
</tr>
<tr>
<td>$(D + 1) \ast T$</td>
<td>$(D + 1) \ast T$</td>
<td>$\ast T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GMM(128,25)</td>
<td>3458 $\ast T$</td>
<td>6916 $\ast T$</td>
<td>134 $\ast T$</td>
<td>640 $\ast T$</td>
</tr>
<tr>
<td>GMM(2048,33)</td>
<td>69802 $\ast T$</td>
<td>139604 $\ast T$</td>
<td>2054 $\ast T$</td>
<td>10240 $\ast T$</td>
</tr>
</tbody>
</table>

4 CART for speaker verification

This section first recalls basic concepts about decision trees and then reviews previous investigations on using decision trees for speaker recognition.

4.1 Generalities

Functionally speaking, a decision tree $R$ provides a partition of the acoustic feature space $\mathbf{B}$, defined as:

$$R = \{R_k\}_{1 < k \leq K}, \text{ with } \bigcup R_k = \mathbf{B} \text{ and } R_i \cap R_j = \emptyset \quad (7)$$

where each partition corresponds to a particular terminal leaf of the tree. Each leaf can be reached by a sequence of tests which govern the path along the branches of the tree. In the most basic version of decision trees, these tests are binary comparisons of one of the variables with a given value, thus corresponding to hyperplanes perpendicular to that variable. In classification tasks, decision trees are generally used to partition the space in order to define regions in which the data can be assumed homogeneous (i.e., belonging to a same class).

Training a tree to perform a good separation between classes requires the definition of a criterion $C(R)$ which measures the “purity” of the partition. Once this criterion defined, optimizing the tree can be stated as finding the best partition $R^\ast$ with respect to $C$ as:

$$R^\ast = \arg\max_R C(R) \quad (8)$$

In practice, finding $R^\ast$ is generally intractable and several algorithms have been proposed to find sub-optimal solutions, such as CART (Classification
and regression trees) (18). Two commonly used criteria are the entropy and the Gini dispersion index, which locally measure a region purity as:

\[
\text{Entropy criterion : } c_k = \sum_{j=1}^{J} p_{jk} \log p_{jk} \quad (9)
\]

\[
\text{Gini criterion: } c_k = \sum_{j=1}^{J} p_{jk}^2 - 1 \quad (10)
\]

In both equations, \( c_k \) denotes the value of the criterion on a region \( R_k \) and \( p_{jk} \) is the probability of the class \( j \) in region \( k \) (\( J \) denoting the total number of classes). Altogether, values of \( c_k \) are summed over all partitions to obtain the overall value of criterion \( C(R) \):

\[
C(R) = \sum_{k=1}^{K} c_k \quad (11)
\]

From the algorithmic point of view, univariate trees are grown incrementally, following a greedy procedure by finding the best split over one variable, adding the corresponding branch, and searching again for a new optimal split. Oblique trees consider a linear combination of all the variables, which leads to a more elaborate optimization procedure.

Breiman \textit{et al.} explain in (18) that no stopping rule can be efficiently established to discover the optimal tree and, as a consequence, they introduce the notion of over-growing trees and then pruning them back. This approach prevents from stopping too soon the tree creation process and thus missing detailed clusters of data.

In (16), Farrell \textit{et al.} first evaluated the use of CART decision trees for speaker recognition along with other conventional classifiers. Decision trees are not addressed in terms of computational cost and the authors report poor performance.

In former work, within an applicative context of very low computational resources, Blouet and Bimbot further investigated the use of classification trees for speaker recognition (20; 17). In their approach, a decision tree is used to model locally the density ratio of speaker and non-speaker observations. The results are encouraging but the trees still lack efficiency regarding state of the art results.

The approaches reported in this paper are extensions of Blouet and Bimbot’s approach (20; 17), which are summarized in the next paragraph.
4.2 Classification trees on $X$ and $\bar{X}$

Considering the speaker verification application, the most natural approach to use CART consists of learning a speaker specific classification tree for labelling each observation $y_t$ as belonging to $X$ (the genuine speaker) or $\bar{X}$ (any other speaker). Once the partition obtained, it is possible to determine for any new observation $y_t$ the region $R^X(y_t)$ to which it belongs.

The initial approach in (17) consists of assigning a constant score (estimated in the maximum likelihood sense) to each leaf of the tree. This score can be used as the individual contribution of observation $y_t$ when computing the global score of the entire utterance $Y$:

$$S_X(Y) = \frac{1}{T} \sum_t S_X(y_t) = \frac{1}{T} \sum_{y_t} S_{R^X(y_t)}$$ (12)

Therefore, the global score is obtained as the simple accumulation of predetermined values, the sequence of which is governed by the successive regions in which the observations fall.

For each leaf the score can be set in various ways:

- **Binary score**: $S_{R^X} = +1$ if $N_{R^X}(X) > N_{R^X}(\bar{X})$, $-1$ otherwise, i.e. a binary value depending on the dominant class in region $R^X$.
- **Log probability ratio score**: $S_{R^X} = \log P(X|R^X) - \log P(\bar{X}|R^X)$, the local ratio between speaker and non-speaker (training) observation probabilities in the region $R^X$.

Figures 2 and 3 respectively illustrate the resulting score function in the 2D case for a binary and a log probability score assignment. The score function corresponds to a piecewise constant function in the feature space.

Table 3 gives complexity figures in terms of basic operations for the score computation of a test signal with $T$ observations. Compared to a GMM based system (cf table 2), the decision tree based method reduces drastically the complexity of the verification algorithm since it allows to classify each frame using only a sequence of at most $N_Q$ binary questions, where $N_Q$ is the maximal depth of the tree.

These systems, corresponding to the state of the art decision tree based systems, are largely presented in Blouet’s PhD thesis (20). In section 6, they are applied to the NIST 2005 core test evaluation in order to be compared with the improved proposed systems.

Next section details the proposed solutions to improve these tree based techniques.
Fig. 2. Example of a univariate decision tree with a binary score assigned to the leaves for a 2-class problem ($X, \bar{X}$). Left: decision tree; right: resulting score function in the 2D feature space.

Table 3
Score computation complexity of a decision tree for scoring a test signal with $T$ observations.

<table>
<thead>
<tr>
<th></th>
<th>test</th>
<th>addition</th>
<th>multiplication</th>
<th>log/exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_Q &lt; T$</td>
<td>$N_Q \cdot T$</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$N_Q = 16$</td>
<td>$16 \cdot T$</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

5 Improved CART-based speaker verification

In this section we further develop and discuss the contributions of this article on decision trees for speaker recognition. The aim is to use decision trees not as classifiers but as a way to perform fast score assignment.

We first point out some limitations of these approaches in the light of the GMM/UBM approach. According to these considerations, a first contribution consists in building classification trees on quantized values of the LLR rather than on the true underlying classes $X$ vs $\bar{X}$.

The second contribution takes advantage of the GMM models used to compute the LLR function for creating optimized oblique trees with a lower complexity than standard methods.
Fig. 3. Example of a univariate decision tree with a log probability ratio score assigned to the leaves for a 2-class problem. Left: decision tree; right: resulting score function in the 2D feature space.

The last contribution presented in this section is a rather general improvement of the problem of designing accurate regression trees: we propose to use a low-complexity score function (instead of a constant score) within each leaf of the tree, in order to potentially reduce the discontinuities between adjacent regions of the trees.

5.1 Initial CART method limitation

The performance of the CART method in its initial implementation is limited by the fact that observations for classes $X$ and $\bar{X}$ tend to overlap considerably in the feature space, while the tree building process operates clustering into regions which are assumed to be composed of pure data of one class. But in the feature space some regions are not discriminative. The CART method spends a significant number of nodes trying to model irrelevant data clusters in such non-discriminative regions.

Alike the GMM approach using the LLR function, we propose to build trees that attempt to approximate a likelihood score function in the feature space rather than trying to roughly cluster feature frames into class $X$ or $\bar{X}$.

Fig. 4 shows the LLR values for a speech excerpt scored with the correspond-
ing client GMM (fig. 4 left) and an impostor GMM (fig. 4 right). This figure illustrates the fact that for both hypotheses, the LLR values take both positive and negative values. In other words, the LLR function is continuous and relatively smooth in the feature space.

In the initial work (17), each training frame was labeled binarily with respect to the speaker who had pronounced the utterance (+1 if it is the genuine speaker, -1 otherwise). This meant not only that the label was binary, but also that the label was assigned at the level of the whole utterance, irrespectively of the local values of the LLR. We will refer to this variant as “Tree output type : $T_{(-1:+1)}$”.

In the work reported here, we assume that labelling training data with their respective LLR values is more appropriate and shall lead to more accurate decision trees. A direct consequence of this assumption is that the resulting decision trees will be an approximation of the GMM used for scoring and therefore its accuracy is bounded by the GMM efficiency. This approach will be referred to as “Tree output type : $T_{llr}$”.

![Speech waveform for a test access](image)

**Fig. 4.** Top: a test access speech excerpt waveform; gray boxes outline scored segments where speech activity is detected. Bottom: corresponding LLR values for each speech frames scored with a target model (left) and a non target GMM (right).

In practice, a first step consists in training GMM models which are then used to generate sets of observations which follow the GMM density function. These synthetic data then serve as training data for learning the decision tree (21).

This idea is developed in the next section, and we introduce additional proposals for improving the performance of tree-based speaker verification along these lines.
5.2 Classification trees on quantized values of the LLR

The approach investigated in this section is to create trees which approximate the LLR score of acoustic observations, i.e. regression trees on the LLR score.

Regression trees (18), are built using a binary recursive partitioning. The splits are commonly chosen so as to minimize the sum of the squared deviations from the mean in each element of the partition. The idea is to cluster the regression variable into homogeneous regions of the feature space.

In the case of LLR values, figure 5 shows the global histogram of LLR values for all scored frames in the NIST05 evaluation. It can be seen on this figure that the distribution of the LLR values is globally Gaussian. As a consequence, several attempts at building regression trees on the LLR values failed to create trees with more than a few regions. We assume that this is due to the purity splitting criterion, which is not appropriate to the global Gaussian distribution of the LLR values.

Instead of actually trying to approximate the real values of the LLR using regression trees, we have investigated the simpler possibility of coarsely quantizing these values so that the CART method can use classification trees (one class per quantization level). In order to get some insight on the influence of the number of quantization levels of the LLR, we made experiments on the different baseline GMM systems. For each system shown in figure 5, a non-uniform quantization has been applied according to the global LLR score distribution, so as to divide the x-axis in boxes with equal counts.

The EER results for all GMM systems with a number of quantization levels ranging from 2 to 16 are given in table 4. The results show that the quanti-
zation has only little influence on the resulting performance. Only the 2-level quantization of the LLR significantly alters the performance of the GMM system.

Table 4

<table>
<thead>
<tr>
<th>Number of quantization level</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM(64,33)</td>
<td>11.9</td>
<td>12.8</td>
<td>12.1</td>
<td>12.4</td>
<td>12.2</td>
<td>12</td>
</tr>
<tr>
<td>GMM(128,33)</td>
<td>12.5</td>
<td>11.7</td>
<td>11.3</td>
<td>11.2</td>
<td>11.6</td>
<td>11.2</td>
</tr>
<tr>
<td>GMM(256,33)</td>
<td>10.8</td>
<td>10.5</td>
<td>10.4</td>
<td>10.6</td>
<td>10.2</td>
<td>9.9</td>
</tr>
<tr>
<td>GMM(512,33)</td>
<td>10.9</td>
<td>10.1</td>
<td>10.2</td>
<td>10.3</td>
<td>10.5</td>
<td>9.8</td>
</tr>
<tr>
<td>GMM(1024,33)</td>
<td>10.5</td>
<td>10.6</td>
<td>10.7</td>
<td>10.1</td>
<td>10.1</td>
<td>9.8</td>
</tr>
<tr>
<td>GMM(2048,33)</td>
<td>10.7</td>
<td>12.1</td>
<td>10.5</td>
<td>10.5</td>
<td>10.6</td>
<td>9.6</td>
</tr>
</tbody>
</table>

The slight variability of the results in table 4, which do not behave in a completely monotonous way, can be explained by the width of the confidence interval, i.e. 1% (see table 1).

The main conclusion on this first series of experiments is that they confirm the assumption that it is possible to turn the regression problem on the LLR into a classification problem over a few number of discrete values of the LLR. Regarding table 4, we choose for the rest of the article a 8 level quantization of the LLR, as it gives a fair trade-off for the different GMM complexities and a reasonably low number of quantization levels. These experiments also justify the assumption that accurate classification trees of the LLR quantized values are likely to perform the score assignment task defined in the introduction with a highly reduced complexity.

5.3 Oblique splits based on GMM distribution

The trees considered so far are built using univariate splitting criteria of the type \( y_t^{(d)} \leq \theta \) at each node, where \( y_t^{(d)} \) is the \( d \)-th coordinate of the \( D \)-dimensional feature vector \( y_t \), as shown in Fig. 2 and Fig. 3. Oblique trees,

\[ \text{It is important to note that this 2-level LLR quantization problem differs from the binary } X/\bar{X} \text{ problem in the sense that } \pm 1 \text{ values are assigned for each frame and not fixed for the whole utterance (+1 for all frames of a client and -1 for all frames of an impostor in the case of the } X/\bar{X} \text{ classification problem).} \]
presented in (30) can be more efficient at building discriminant regions, using splitting criteria of the type:

\[
\langle y_t, a \rangle := \sum_{d=1}^{D} a^{(d)} y^{(d)}_t \leq \theta
\]  

(13)

However, the greedy search for the best oblique discriminating hyperplane in the construction of oblique tree is intractable as the complexity grows exponentially with the size and dimension of the training dataset.

We propose to build oblique trees using a specific set of oblique directions determined by the baseline GMM for \(X\) and \(\bar{X}\), thus limiting the complexity of the training phase. To start with, we illustrate the proposed concept in the simple case of a GMM with \(N_g = 1\) Gaussian. In Fig. 6, two Gaussian distributions with the same covariance matrix and different means are represented for the speaker and UBM models. Between the two distributions is represented the set of points where \(\hat{P}(y_t|X) = \hat{P}(y_t|\bar{X})\), which is a hyperplane. On this hyperplane, the score is zero, and more generally the score is a function of:

\[
\sum_{d=1}^{D} a^{(d)} y^{(d)}_t = \langle y_t, \delta \mu \rangle, \text{ with } \delta \mu := \Sigma^{-1}(\mu_X - \mu_{\bar{X}}),
\]  

(14)

where \(\delta \mu\) is defined as the “most discriminative direction”, \(\Sigma\) being the common covariance matrix of the two Gaussian distributions and \(\mu_X\), \(\mu_{\bar{X}}\) their means.

Extending this notion to the case of a GMM with \(N_g > 1\) Gaussians, a set of locally “discriminative directions” is defined as:

\[
\delta \mu_i = \Sigma_i^{-1}(\mu_i^X - \mu_i^{\bar{X}})
\]  

(15)

When the observation \(y_t\) lies in a region where the density \(\hat{P}(y_t|X)\) depends mostly on the \(i\)-th Gaussian of the mixture, we expect the direction \(\delta \mu_i\) to be the most discriminant one. Thus, we propose to build oblique trees by simply

\[
\sum_{d=1}^{D} a^{(d)} y^{(d)}_t = \langle y_t, \delta \mu \rangle, \text{ with } \delta \mu := \Sigma^{-1}(\mu_X - \mu_{\bar{X}}).
\]  

(16)
extending the original observation \( y_t = (y_{t}^{(1)}, \ldots, y_{t}^{(d)}, \ldots, y_{t}^{(D)}) \) as
\[
y_{t}^{\text{ext}} := (y_{t}^{(1)}, \ldots, y_{t}^{(d)}, \ldots, y_{t}^{(D)}, \langle y_t, \mu_1 \rangle, \ldots, \langle y_t, \mu_{N_g} \rangle).
\] (16)

This allows the univariate tree construction on the extended observations to implicitly choose locally optimal hyperplane splits as some nodes of the trees, and not only the canonical directions.

Extending the feature vector is equivalent to augmenting the total dimension of the problem. To avoid an over-extension of the problem when the GMM are composed of hundreds of Gaussians, we sort the influence of the vectors \( \vec{\delta \mu} \) according to their \( L^2 \)-norms and keep only a limited number of them, denoted \( N_{\text{best}} \). This sorting is justified by the fact that the more the Gaussians are adapted from the UBM, the more influence they will have on the LLR. Fig.7 shows an example of such an oblique tree that uses \( N_{\text{best}} = 6 \). The resulting partition fits much better the LLR variations than would do an univariate tree with parallel hyperplanes. In all our experiments, we have used \( N_{\text{best}} = 128 \), except when \( N_g < 128 \), in which case, we have used \( N_{\text{best}} = N_g \).

Regarding the system resources required for handling oblique trees with extended feature data at the test level, both the algorithmic complexity and memory requirements for the trees are increased compared to basic univariate trees. Experiments in section 6.2.2 show that the use of oblique splits makes the trees much more accurate. The complexity reported in table 5 remains several hundreds time lower than the GMM systems, table 2. Memory aspects are further detailed in section 6.2.6.

Table 5
Score computation complexity for a tree with extended feature data, assuming
\( N_Q \leq N_g \). Numerical applications stand for a maximal depth of the tree \( N_Q = 16 \).

<table>
<thead>
<tr>
<th>test</th>
<th>addition</th>
<th>multiplication</th>
<th>log/exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>( &lt; N_Q \cdot T )</td>
<td>( &lt; N_Q \cdot D \cdot T )</td>
<td>( &lt; N_Q \cdot D \cdot T )</td>
<td>0</td>
</tr>
<tr>
<td>( N_Q = 16, D = 25 )</td>
<td>( &lt; 16 * T )</td>
<td>( &lt; 400 * T )</td>
<td>( &lt; 400 * T )</td>
</tr>
</tbody>
</table>

5.4 Assigning a function to the tree leaves

A major drawback of CART trees is known to be the discontinuities between adjacent regions corresponding to different leaves, which may lead to a high misclassification error near the region frontiers. This is due to the fact that the score in each leaf of a tree is constant, either binary in a two class problem, or corresponding to the mean of the target variable value on the leaf region in a regression problem. A classical solution to smooth the piecewise
Fig. 7. Oblique splits based on the GMM of fig. 1. Left: the 6 best adapted Gaussians in the speaker model and their corresponding $\delta \hat{\mu}$. Right: example of an oblique tree built with the 6 best $\delta \hat{\mu}$ on the quantized LLR values (LLR shown in fig. 1).

Table 6
Score computation complexity for a tree with extended feature data and linear or quadratic score function.

<table>
<thead>
<tr>
<th></th>
<th>test</th>
<th>addition</th>
<th>multiplication</th>
<th>log/exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear function</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_Q = 16, D = 25$</td>
<td>$&lt; 16 \times T$</td>
<td>$&lt; 425 \times T$</td>
<td>$&lt; 425 \times T$</td>
<td>0</td>
</tr>
<tr>
<td>Quadratic function</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_Q = 16, D = 25$</td>
<td>$&lt; 16 \times T$</td>
<td>$&lt; 450 \times T$</td>
<td>$&lt; 450 \times T$</td>
<td>0</td>
</tr>
</tbody>
</table>

approximation of the tree is to use the boosting technique, see (31), which consists in linearly combining multiple weak classifiers (here multiple trees).

We propose an alternative technique that consists in replacing the constant score with a linear or quadratic score function on each leaf of the tree: for any observation $y_t$ falling into a leaf $i$ of the tree, the score is expressed as $S(y_t) = f_i(y_t^{(1)}, ..., y_t^{(D)})$. In the case of a linear score function $f_i(y_t^{(1)}, ..., y_t^{(D)}) = \sum_{d=1}^D \alpha_{di} \times y_t^{(d)} + C$, where $C$ is a constant and the coefficients $\alpha_{di}$ depend on the leaf. This approach can be extended in a straightforward manner to a quadratic function of the variables $y_t^{(d)}$.

We apply a conventional least squares algorithm on the collection of training observations falling into the leaf in order to compute the coefficients that fit best the true LLR in the leaf region, which we substitute to the quantized LLR used to build the tree. In terms of computational complexity, see Table 6, this modification has little influence, adding only a linear combination on the feature coefficients for the score computation compared to tables 3 and 5, and remains much lower than the GMM system complexity (table 2). It has much more impact on the memory aspects, as discussed in section 6.2.6.
5.5 Summary of contributions for the tree creation

Three improvements have been introduced in this section for the construction of more accurate decision trees. The first and second ones are closely related to the GMM approach of speaker recognition. They could be then easily transposed to the simplification of any classification problem based on GMM models and likelihood scores. The third improvement, which consists in assigning a score function to the tree leaves is an extension of the regression tree method that can be applied on top of any tree creation method. The different steps of the tree creation algorithm are schematically summarized in table 7, and fig. 8 shows an example of the scores assigned by decision trees with linear and quadratic functions assigned to the leaves of the trees.

6 Experiments

The aim of the experiments reported in this section is twofold: we both assess the accuracy of the proposed decision trees approaches and we evaluate the resources required by these approaches. To achieve these goals, we present
Table 7
Summary of the algorithmic steps for the tree construction including our contributions.

<table>
<thead>
<tr>
<th>Step 0</th>
<th>Build a GMM for the target speaker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- Learn the means of the speaker dependent GMM from the UBM</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Construction of the training dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- Draw synthetic data from UBM and speaker GMM</td>
</tr>
<tr>
<td></td>
<td>- Compute extended features $\delta\mu$ and append them to the dataset</td>
</tr>
<tr>
<td></td>
<td>- Label the dataset with quantized values of the LLR</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 2</th>
<th>Creation of the decision tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- CART method with the extended features dataset</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 3</th>
<th>Assignment of a score function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- Store the leaves where the features frames fall</td>
</tr>
<tr>
<td></td>
<td>- For each leaf, estimate a score function using a regression on the LLR values for the training observations</td>
</tr>
</tbody>
</table>

Before studying the decision trees, a first series of results for baseline GMM systems are presented in section 6.1. They are used as reference results for the comparison of the accuracy and speed of the tree based systems. Experiments on decision trees are grouped in section 6.2. The influence of the proposed improvements and the different tunable parameters are isolated as much as possible in separate sections, from 6.2.1 to 6.2.5. Considerations on computation speed and resource usage are presented in section 6.2.6.

All the experiments are done in the framework of the NIST05 speaker recognition evaluation plan, as described in section 2, and the CART method introduced by (18) is used to grow the trees, using the wagon algorithm of the Edinburgh Speech Tools Library, developed by the Centre for Speech Technology Research, http://www.cstr.ed.ac.uk/projects/speech_tools/. All the proposed improvements have been developed on top of this algorithm. We do not address the comparison between different tree creation algorithms but rather focus on the evaluation of the influence of each proposed improvements.
6.1 GMM baseline results

6.1.1 GMM accuracy

Table 8 presents the results for the NIST 2005 core test for the reference GMM systems presented in section 3. Results are given for GMM systems with different numbers of Gaussians ranging from 32 to 2048, functioning with 33 features (16 LPCC coefficients, 16 ∆ coefficients and the ∆ log-energy). These results are referred to as the baseline results in the rest of this article. The corresponding DET (Detection Error Tradeoff) curves for these systems are plotted in Fig. 9.

Table 8
NIST05 EER results for GMM systems trained on 33 features.

<table>
<thead>
<tr>
<th>Number of Gaussians</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>EER with LLR scores</td>
<td>13.5</td>
<td>12.0</td>
<td>11.2</td>
<td>9.9</td>
<td>9.8</td>
<td>9.8</td>
<td>9.6</td>
</tr>
</tbody>
</table>

![Fig. 9. NIST05 core test DET curves for all GMM systems](image)

6.1.2 GMM LLR computation speed-up

Table 9 summarizes the computation time required for the different GMM systems considered in the previous experiment. The LLR scores are computed in a “one test” versus “one target model” way using a $N_{\text{best}} = 5$ scoring technique as described in section 3. Using this setup, we are focusing on the
raw score computation time, without assumptions on the input test file (it can be scored as an audio stream) or on the target model.3

Table 9
Computation times in seconds for the NIST05 core task for GMM systems trained on 33 features with different number of Gaussians \(N_g\) and fast scoring using \(N_{\text{best}} = 5\).

<table>
<thead>
<tr>
<th>(N_g)</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time (s)</td>
<td>4073</td>
<td>8068</td>
<td>18546</td>
<td>39951</td>
<td>87916</td>
<td>191239</td>
<td>405160</td>
</tr>
</tbody>
</table>

6.2 Decision trees results

In this section we compare the different approaches based on decision trees which have been presented in sections 4 and 5 in terms of accuracy and computation speed.

The first three series of experiments investigate on the influence of the improvements proposed in section 5, i.e. the type of tree output (6.2.1), the benefit of oblique splits types (6.2.2), and the use of non-constant score function to the tree leaves (6.2.3). For this series of experiments, the common parameters are:

- the acoustic observations are 25-dimensional feature vectors (12 Cepstrum Coefficients, 12 \(\Delta\)s and the \(\Delta\) log-energy),
- a \(GMM(128,25)\) is used to compute the LLR and create the trees,
- the number of synthetic training data is set to \(N_T = 30000\) (50 % for the UBM and 50 % for the target speaker GMM)

The resulting average size of the trees is \(N_{\text{leaves}} \approx 180\) after the pruning phase.

The other series of experiments focus on the tree size, 6.2.4, on the complexity of the LLR function, 6.2.5 and on the computation speed for the tree-based systems, 6.2.6.

3 In the context of the NIST evaluations, it is also possible to concatenate all the models tested with the same test in a list. This allows to apply the \(N_{\text{best}}\) scoring technique for all models in the list, and to reduce these CPU times by a factor of approximately 10 as for the NIST evaluation, each test is typically compared with 10 models. Nevertheless, we consider that this technique falls out of the scope of our comparisons, as we want to compare the algorithms in the case of a single comparison.
6.2.1 Influence of tree output type

In this section we compare the two different ways of labelling the training data for the tree creation process as presented in sections 4 and 5. We recall that classification trees with Speaker (X) vs UBM (X̄) labelling of data at the utterance level are denoted $T_{(-1,+1)}$ (see section 4). Classification trees on the LLR between the target speaker GMM and UBM are denoted $T_{llr}$ (see section 5.2). Results are shown in table 10.

Table 10
Comparison of EER results as a function of the tree output type $T_{(-1,+1)}$ and $T_{llr}$.

<table>
<thead>
<tr>
<th>Tree output type</th>
<th>$T_{(-1,+1)}$</th>
<th>$T_{llr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EER</td>
<td>22.3</td>
<td>19.5</td>
</tr>
</tbody>
</table>

The trees based on $T_{llr}$ perform better than trees based on $T_{(-1,+1)}$. The EER for $T_{llr}$ is 3% lower than for $T_{(-1,+1)}$. This confirms the assumption that the problem is better addressed as a classification problem over quantized values of the LLR than over the global speaker class of a speech utterance.

6.2.2 Influence of oblique splits

This section presents results about the use of extended features based on the GMM means adaptation of a speaker model as presented in section 5.3. Table 11 shows EER results of trees created with three different types of datasets: cepstral coefficients alone (CC), $\vec{\delta}$µ features alone (Dmu) and both types of data combined (CC+Dmu). Both score types presented in section 4.2 are considered, i.e. a binary score (for $T_{llr}$ trees, the LLR is quantized on 2 values (+1; -1)) or a log probability ratio score. As for the previous experiments, results are presented for tree output type $T_{(-1,+1)}$, and for classification trees on the LLR quantized values (tree output type $T_{llr}$).

For both tree output types, the use of vector $\vec{\delta}$µ has a great impact on the results. For the raw classification problem with a binary score, it decreases the EER by more than 2.5%. The use of both types of features (LPCC and $\vec{\delta}$µ) tends to improve further the results. This may be caused by additional splitting opportunities at the creation process. It will also be seen in section 6.2.6 that this approach slightly speeds up the scoring process.

A drawback of using both types of features is that it increases the dimension of the problem and thus the tree creation time. As a consequence of this, the number of training data cannot be grown as much as when using only the extended features. These experiments show that, though the optimality of the
oblique splits cannot be proven theoretically, the resulting partitioning of the feature space is relevant to the variations of the LLR function as it provides a significantly better classification performance for the data labelled with the LLR quantized value.

6.2.3 Influence of the scoring function

These experiments compare various low-complexity scoring functions at the leaves of the trees. To simplify the interpretation of the results, we consider only the classification performance on quantized LLR values ($T_{llr}$). Results for three types of functions are presented in table 12: the mean LLR value in a leaf, a linear regression on the LLR values and a quadratic regression. As the assignment of the scoring function is done after the tree creation, each horizontal line compares the raw gain provided by the use of different scoring functions, for a given tree structure.

The results obtained with the mean LLR function are significantly the same than those obtained with the log probability ratio score presented in table 11, thus confirming that both methods are qualitatively equivalent. The use of a linear or quadratic regression score systematically improves the EER, between 1.5% and 4%. This confirms the assumption that assigning a score function to the tree leaves in the regression case increases the efficiency of the tree and offers an alternative to boosting techniques.

Experiments in sections 6.2.1 to 6.2.3 confirm and quantify the influence of each proposed improvements for the tree creation. Compared to Blouet’s classification tree approach, the EER decreases by 5.5%, from 19.2% to 13.7% and
Table 12
Influence of feature types and of the scoring function complexity on EER results. Experiment parameters: LLR computed with $GMM(128, 25)$, number of synthetic training data $N_T = 30000$.

<table>
<thead>
<tr>
<th>Score type type</th>
<th>Feature type</th>
<th>Linear regression</th>
<th>Quadratic regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{llr}$</td>
<td>CC</td>
<td>15.3</td>
<td>14.2</td>
</tr>
<tr>
<td></td>
<td>Dmu</td>
<td>13.9</td>
<td>13.8</td>
</tr>
<tr>
<td>CC+Dmu</td>
<td>14.0</td>
<td></td>
<td>13.7</td>
</tr>
</tbody>
</table>

is now only 2.5% away from the baseline GMM(128,25) at 11.2%.

6.2.4 Influence of the number of training data

The experiments presented in this subsection study the influence of the number of training data used to learn the tree structure. The number of training data and the size of the resulting trees are directly related to each other, as the stopping criterion for the tree creation is based on the minimal number of data in each leaf (see section 4.2). In order to make the results clearer, we only consider a subset of the previous parameter combinations. We compare the two classification approaches (tree output types $T_{(-1,+1)}$ and $T_{llr}$), but we only consider the linear and quadratic score functions.

For this series of experiments, the common parameters are:

- the acoustic observations are 25-dimensional feature vectors (12 Cepstrum Coefficients, 12 $\Delta$s and the $\Delta$ log-energy) (larger feature vectors does not allow to increase the number of training data over 30000 due to the greediness of the CART algorithm),
- a $GMM(128, 25)$ is used to compute the LLR and create the trees,
- All synthetic training data are equally distributed between the UBM the target speaker GMM.

Table 13 presents the average size of the trees created with different number of training data, and table 14 reports the EER for the corresponding trees and their variants.

Table 13
Average tree size for different number of training data.

<table>
<thead>
<tr>
<th>Number of training data $N_T$</th>
<th>30000</th>
<th>60000</th>
<th>90000</th>
<th>120000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average tree size (number of leaves)</td>
<td>160</td>
<td>311</td>
<td>461</td>
<td>612</td>
</tr>
</tbody>
</table>
Table 14
Influence of number of training data, tree output type and score type on EER results. Lreg and Qreg refer to linear and quadratic regression score functions. Experiment parameters: LLR computed with GMM(128, 25).

<table>
<thead>
<tr>
<th>Tree output type</th>
<th>Score type</th>
<th>Number of training data N_T</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>30000</td>
</tr>
<tr>
<td>( T_{(-1;+1)} )</td>
<td>Lreg</td>
<td>15.5</td>
</tr>
<tr>
<td></td>
<td>Qreg</td>
<td>14.7</td>
</tr>
<tr>
<td>( T_{llr} )</td>
<td>Lreg</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td>Qreg</td>
<td>14.2</td>
</tr>
</tbody>
</table>

Like in previous experiments, \( T_{llr} \) trees with quadratic score functions perform better than classification \( T_{(-1;+1)} \) trees. The accuracy of the trees is linked to the tree size, and thus to the number of training data. In the case of \( T_{llr} \) trees, the EER keeps decreasing when the tree size increases, whereas it passes through a minimum in the case of \( T_{(-1;+1)} \) trees. A possible explanation for this is that the \( T_{(-1;+1)} \) trees accuracy is bounded because the partitions of the feature space obtained with classified data (\( \{X, \bar{X}\} \)) are not homogeneous with the LLR score values and so the regression on the LLR in the corresponding regions is not optimal.

It can also be seen from these experiments that additional (though probably marginal) improvement could be expected with more than 120000 training data, with \( T_{llr} \) trees. However, in the context of this work, we were limited by the memory constraints of the CART software.

6.2.5 Influence of the underlying GMM complexity

Under our approach, the tree tends to approximate a target score function. Thus its accuracy is bounded by the baseline system performances, in our case a UBM/GMM system. In this section, we focus on the efficiency of the trees to approximate UBM/GMM systems with different number of Gaussians, i.e. when the LLR function is more complex.

For instance, a GMM(64,33) system yields a relatively smooth LLR function in the feature space, whereas a GMM(2048,33) can be expected to yield a more complex-shaped one. Both LLR functions cover approximately the same range in the feature space but the LLR function for a GMM(2048,33) has potentially many more local variations with small amplitudes.

For this comparison, only classification trees on the LLR quantized values (\( T_{llr} \)) are considered with regular or extended features and three score functions,
(mean, linear and quadratic regression) are taken into account. The results are presented synthetically on figure 10 and the corresponding EER values are reported in table 15.

Fig. 10. Influence of GMM complexity and score type on EER results. The vertical axis starts at GMM 2048 baseline EER (9.6%).

Table 15
Influence of GMM complexity and score type on EER results. Results are illustrated in Fig.10.

<table>
<thead>
<tr>
<th>Feature type</th>
<th>Score type</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td>17.8</td>
<td>18.5</td>
<td>17.4</td>
<td>17.5</td>
<td>18.8</td>
<td>19.5</td>
</tr>
<tr>
<td>CC</td>
<td>Lreg</td>
<td>15.1</td>
<td>14.9</td>
<td>14.1</td>
<td>14.2</td>
<td>14.8</td>
<td>15.9</td>
</tr>
<tr>
<td></td>
<td>Qreg</td>
<td>14.8</td>
<td>13.9</td>
<td>13.8</td>
<td>13.7</td>
<td>14.7</td>
<td>15.4</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>15.7</td>
<td>15.2</td>
<td>15.1</td>
<td>15.7</td>
<td>16.7</td>
<td>18.6</td>
</tr>
<tr>
<td>CC+Dmu</td>
<td>Lreg</td>
<td>14.2</td>
<td>13.6</td>
<td>13.6</td>
<td>13.3</td>
<td>14.3</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td>Qreg</td>
<td>13.8</td>
<td>13.4</td>
<td>13.7</td>
<td>13.5</td>
<td>14.2</td>
<td>15.5</td>
</tr>
</tbody>
</table>

As in previous experiments, extended features (incorporating oblique projections) outperform standard ones (canonical directions only) and quadratic regression scores yield better results than linear regression scores, which are themselves better than log probability ratio-based scores. Regarding the number of Gaussians in the GMM, the EERs decrease until $N_g = 512$ and then increases for $N_g \geq 1024$. This observation can be connected to experimental results of 6.2.3 and 6.2.4 and can yield to the following hypothesis: all the trees created for these experiments approximately have the same size, $N_{leaves} \approx 190$, 29
which corresponds to a given capability in terms of being able to model the complexity of a score function. When the number of Gaussians in the GMM model exceeds a given threshold, the tree may become unable to render the many local variations in the LLR score, and it may loose its efficiency with respect to the underlying GMM model. Alternatively (or additionally), a cause for this behavior\textsuperscript{4} could also be the limited amount of synthetic training data, that could become insufficient when the complexity of the GMM increases, and would benefit from being scaled to the number of GMM components.

6.2.6 Resources usage

In this section we focus on the resources needed at execution time by the different algorithms proposed. We do not focus on resources for storing the whole tree information. The reason for this is that non-volatile flash memory in embedded device is not anymore a bottleneck to the development of embedded applications (with sizes of at least 4MB, up to several GB).

The execution time for the tree-based systems is reported in table 16 and can be compared to those of the GMM-based systems, presented in table 9. Note that execution time doesn’t depend on the tree output type and is the same for classification and regression trees.

Maximal memory requirements during code execution for scoring is inferior to 1kB. During scoring the code only need to load in cache memory the coefficients of the current feature frame (25 or 33 coefficients) and then for each node it needs to load the threshold value and the coefficient for oblique splits comparison or score computation. We have typically 52 floating point values to load in cache memory (approx. 0.2kB) at each step of the iteration.

Table 16
Execution time in seconds for the whole NIST05 common task.

<table>
<thead>
<tr>
<th>Feature type</th>
<th>Score type</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Linear</td>
<td>Quadratic</td>
</tr>
<tr>
<td>CC</td>
<td>127</td>
<td>145</td>
<td>172</td>
</tr>
<tr>
<td>Dmu</td>
<td>275</td>
<td>291</td>
<td>321</td>
</tr>
<tr>
<td>CC+Dmu</td>
<td>248</td>
<td>266</td>
<td>294</td>
</tr>
</tbody>
</table>

Table 16 shows that decision trees perform 1300 times faster than our implementation of a 2048-Gaussian GMM system (at the expense of a performance loss), and still about 15 times faster than a GMM-system yielding comparable

\textsuperscript{4} as relevantly suggested by one of our reviewers.
performance (32-Gaussian GMM). Note also that trees operate without using any log/exp operation.

The costs of the improvements proposed in this article can also be evaluated in terms of execution time for basic operations: the use of extended features doubles the execution time and the use of a quadratic score function multiplies the execution time by a factor 1.25. For the most complex trees, with extended features and a quadratic scoring function, the execution time increases by a factor 2.5. This increase remains relatively low compared to GMM system and can be judged as acceptable when considering the performance gain. In general, the execution time grows logarithmically with the tree size, so that it increases by a factor $1 / \log 2 \approx 1.45$ when the tree size doubles.

Regarding memory aspects, the typical size for an unoptimized compiled tree scoring code that includes the template of a speaker is around 100KB, which would be acceptable for an embedded device. For information, this size decreases by a factor 3-4 using a zip compression scheme, and the tree storage can be organized in a more convenient compressed way. It is also important to note that memory is no longer a bottleneck parameter on embedded devices, as flash memories with several MB of non volatile memory are nowadays typically used.

7 Summary of experiments and discussion

The approaches and results presented in this article show a number of trends:

- For all experiments, it turns out to be more efficient to learn trees for estimating the score in the feature space rather than classifying the data. This translates into a typical absolute gain of 1% of EER. As a consequence, the proposed solutions to estimate the LLR score with a tree based approach seems relevant.

- The use of oblique splits perpendicular to the local LLR variation improves systematically the performance compared to the simple use of canonical splits on the standard features, with typical absolute gains of 3% EER.

- Using a regression function (rather than a constant score) in the tree leaves is a way to reduce the discontinuities between neighbouring regions of the trees and also yields a clear benefit, with typical absolute gains of 3% of EER.

- finally, the appropriate combination of these improvements leads to better global results. Compared with classification trees on $\{X, \bar{X}\}$ using a log probability ratio score, the typical absolute gain when combining both improvements is 5%.
Fig. 11. Comparison of DET curves for the NIST05 SRE. Left: different tree-based systems. Right: Best tree-based system and closest GMM systems.

A limitation of the proposed approach is that it becomes harder to approximate the LLR function when the GMM complexity increases, i.e. when $N_g > 512$. The main reason for this is that the regression function applied to the tree leaves is not relevant of the complex score variations within the leaves. This could be partly overcome by creating larger trees, but there seems to be intrinsic limitations anyway. In our experiments, the best trade-off between system accuracy and function complexity is provided by a GMM(256,33) system trained on 60000 data, which results in a EER of 12.9%.

Figure 11 shows a comparison of the DET curves for the main GMM and tree-based systems presented in this article. The left figure shows the relative influence of each proposed improvement for the tree-based systems. The right figure compares the best tree-based system with the GMM (32,33) (slightly worse) and the GMM(64,33) (slightly better). The proposed improved tree-based approach shows a level of performance somewhere in between a GMM(64,33) and a GMM(32,33).

In the context of this article, we only focus on the EER as an appropriate indicator of the system accuracy. Nevertheless, in the framework of the NIST evaluations, systems are optimized for a specific cost function of the FAR and the FRR (the decision cost function, see (22)). To achieve this, score normalization are often used. Regarding the proposed decision trees, as we are estimating a score and not a decision, it remains possible to use score normalization techniques, for instance T-Norm, in order to improve the targeted cost function.

8 Conclusion

This paper has introduced and developed alternative ways of using decision trees, namely for approximating complex score functions rather than for taking
a class decision. The idea behind this proposal is to use decision trees as a low cost replacement system for classifiers such as Gaussian Mixture Models, and apply them in speaker verification (or any type of comparable decision making process).

The decision tree performs fast score assignment instead of heavy score computation, e.g. log-likelihood ratio computation for GMM. To achieve this, various ways of improving the classic CART method have been presented. The first improvement makes use of a priori knowledge on the score function to be estimated for incorporating oblique boundaries to the partitioning process. The second improvement uses simple functions, e.g. linear or quadratic regression, within each leaf of the tree to potentially reduce the discontinuity between adjacent regions of the trees. The resulting trees and their associated score functions can be seen as oblique piecewise quadratic approximations of the true score functions.

This approach has been applied in the context of speaker recognition, where decision trees are used as an estimator of the LLR function deriving from GMM models. As compared to the basic CART approach, the relative error is highly reduced by the proposed improvements while the execution time and complexity of the tree based system makes it suitable for embedded device. For the NIST05 core test condition, the baseline GMM-2048 system has an EER of 9.6% and the best proposed tree-based system reaches an EER of 12.9%, while previous attempts at using CART trees had typical EERs in the range of 19%. The execution time is tenth of times faster than a GMM-64 system (which provides an EER of 12%).

Finally, it is worth noting that the framework of the approach and the variants described in the article can be readily reused for a wide variety of decision making processes, in particular to those related to biometry applications on embedded devices.
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