Nonlinear impedance of a microwave-driven Josephson junction with noise
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The nonlinear impedance of a point Josephson junction is calculated under various conditions for the resistively shunted junction model in the presence of noise. The calculation proceeds by solving the Langevin equation for the mechanical problem of a Brownian particle in a tilted cosine potential in the presence of a strong ac force ignoring inertial effects. The exact solution of the infinite hierarchy of equations for the moments (expectation values of the Fourier components of the phase angle), which describe the dynamics of the junction, is expressed in terms of a matrix continued fraction. This solution allows one to evaluate the nonlinear response of the junction (nonlinear microwave impedance, for example) to an ac microwave current of arbitrary amplitude. Strong nonlinear effects in the resistance and the reactance are observed for large ac currents as is demonstrated by plotting the nonlinear response characteristics as a function of the model parameters. For weak ac currents and low noise strengths, our results agree closely with previously available linear response and nonlinear response noiseless solutions, respectively. Applications of the model to the interpretation of recent experimental data found in the literature for the nonlinear behavior of microwave impedance of superconducting weak links are discussed.

I. INTRODUCTION

For several decades there has been intense interest in the effect of noise on the static and dynamic characteristics of Josephson junctions. The theoretical description of the effects of thermal fluctuations in superconducting weak links has been developed by constructing and attempting to solve the Fokker-Planck equation for the distribution function of the phase by analogy with the problem of the Brownian motion of a particle in a tilted periodic potential. The model has been applied to both dc and ac Josephson effects and to the driven Josephson oscillator (see, for example, Refs. 1–7). The problem of the Brownian motion of a particle in a tilted periodic potential also arises in a number of other physical applications: quantum noise in the ring-laser gyroscope,8,9 mobility of superionic conductors,10 laser with injected signal,11 theory of phase-locking techniques in radio engineering,12 etc. A related problem is the longitudinal dielectric relaxation of an assembly of single axis rotators in a cos N\theta potential.13 A comprehensive discussion of this model is given in Refs. 14 and 15 while the common features of the Josephson junction ac response in the presence of noise and dielectric relaxation have been emphasized in Ref. 13.

We proceed by recalling that Josephson junction devices are very sensitive to microwave signals.16 For example, if a Josephson junction is driven by an external ac (microwave) field, characteristic features (such as alteration of the overall shape of the current-voltage characteristics with the microwave power and the appearance of Shapiro steps17 corresponding to phase locking of the Josephson oscillator to the ac field) are observed and have been explained, for example, in Refs. 5 and 18–21. The calculation of the response of Josephson devices to an ac signal is generally referred to as the junction impedance problem.22 A knowledge of the junction impedance is required in matching the junction to the external high-frequency current so as to achieve maximum power transfer. The calculation of the impedance Z(\omega) of a point Josephson junction ignoring thermal noise effects has been given in many papers (see, e.g., Refs. 16 and 23 and references cited therein). Accounts of noise effects based on a numerical solution of the Fokker-Planck equation have been given in Ref. 24 (see also the discussion of these results in Ref. 25). Another method of solution of this equation for a similar problem (a ring-laser gyroscope) has been suggested by Crescer et al.26 in terms of infinite continued fractions. Further development of this continued fraction approach for the calculation of Z(\omega) has been given in Refs. 27 and 28. However, all the above solutions are valid only for a weak ac signal and so pertain to the linear response. The calculation of the nonlinear impedance of a Josephson junction requires the evaluation of the time-dependent nonlinear response to a strong ac current, which is a much more complicated problem than calculating, for example, the dc current-voltage characteristics, where it is sufficient to find only a time-independent stationary solution of the Langevin (or the corresponding Fokker-Planck) equation. The calculation of the time-dependent portion of the nonlinear ac response requires therefore the application of the nonlinear-response theory, which has not yet been developed up to now (in contrast to well-documented linear-response theory). Attempts to calculate the nonlinear ac response (mainly, the microwave resistance and reactance) to the strong probing ac current have been made by many authors, mainly, by using the perturbation theory, which is valid for low ac current amplitudes only, or in the noiseless limit, where the underlying nonlinear equation of motion can be solved numerically (see, e.g., Refs. 23, 29 and 30 and references cited therein). To our knowledge, the nonlinear ac response has
not yet been analyzed systematically for large values of the ac current in the presence of noise. Here the nonlinear ac response of a point Josephson junction is evaluated in the presence of noise using the matrix continued fraction technique suggested in Ref. 31. This approach is, in some respects, equivalent to those used in Ref. 8 for the evaluation of the mean beat frequency of the dithered-ring-laser gyroscope and in Ref. 32 for the calculation of the harmonic mixing signal in a cosine potential. However, the solution obtained here differs from the solutions of Refs. 8 and 32 principally because the time-dependent portion of the response may now be evaluated. Here the matrix continued fraction method allows one to obtain an exact solution of the infinite hierarchy of recurrence equations for the statistical behavior of the junction. This also restricts the range of frequencies in which the model is applicable, viz., $\omega \ll \omega_p$, where $\omega_p = \sqrt{2eI/hC}$ is the Josephson plasma frequency. This approximation can be justified if $C$ is small enough and has been discussed elsewhere. 4 Equation (2) now becomes

$$
\tau_j \frac{d}{dt} \phi(t) - x - \xi \cos \omega t + \sin \phi(t) = I_J^\gamma (t),
$$

where $x = I_{dc}/I$ and $\xi = I_m/I$ are the ratios of the dc and ac current amplitudes to the supercurrent amplitude (tilt and nonlinear parameters), $\tau_j = h/(2eIR)$ is the characteristic relaxation time. Equation (3) is the noninertial Langevin equation for the RSJ model with noise.

III. EVALUATION OF THE NONLINEAR RESPONSE IN TERMS OF MATRIX CONTINUED FRACTIONS

Making the transformation $\phi = e^{-in\phi}$ in Eq. (3) and averaging the equation so obtained (as described in detail in Ref. 28) yields a system of differential-recurrence relations for the moments $\langle r^n \rangle = \langle e^{-in\phi} \rangle$, viz.,

$$
\tau_j \frac{d}{dt} \langle r^n \rangle(t) + [in(x + \xi \cos \omega t) + n^2/\gamma] \langle r^n \rangle(t)
$$

$$
= \frac{n}{2} \langle r^{n-1} \rangle(t) - \langle r^{n+1} \rangle(t),
$$

where $\gamma = h/(2eK)$ is the noise strength parameter ($\gamma \rightarrow \infty$ corresponds to the noiseless limit) and the angular brackets mean statistical averaging over the sharp values of $\phi$ at time $t$. Here $\gamma$ differs by a factor $\tau_j$ from that used in Refs. 27 and 28. In order to obtain Eq. (4) we have used the Stratonovich definition of a stochastic differential equation as that definition is the mathematical idealization of the noninertial relaxation process considered here. Thus it is unnecessary to transform the Langevin Eq. (3) to an Itô equation (e.g., Ref. 15) and so the methods of ordinary analysis apply.

The quantities of physical interest are the mean value of the voltage $\langle V \rangle$ and the junction impedance to an external high-frequency current. One may evaluate these quantities from the following equation:

$$
\frac{hC}{2e} \frac{d^2}{dt^2} \phi(t) + \frac{h}{2eR} \frac{d}{dt} \phi(t) + I \sin \phi(t)
$$

$$
= I_{dc} + I_m \cos \omega t + L(t),
$$

where it is assumed that $L(t)$ is Gaussian white noise so that

$$
\overline{L(t)L(t')} = \frac{2kT}{R} \delta(t-t').
$$

Here $k$ is the Boltzmann constant, $T$ is the temperature, and the overbar means statistical averaging over an ensemble of junctions, which have all started at some instant $t$ with the same (sharp) values of $\phi$ and $\dot{\phi}$. We further simplify Eq. (2) by neglecting the effect of the capacitance $C$ on the dynamical behavior of the junction. This also restricts the range of frequencies in which the model is applicable, viz., $\omega \ll \omega_p$.
\[ \frac{\langle V \rangle}{TR} = x + \xi \cos \omega t - \langle \sin \phi \rangle(t), \]  

(5)

where

\[ \langle \sin \phi \rangle(t) = \frac{i}{2} [(r)(t) - \langle r^{-1}(t) \rangle]. \]  

(6)

In order to accomplish this, we note that the stochastic dynamics of the junction in the presence of the ac current \( I(t) = I_m \cos \omega t \), which is described by the noninertial Langevin Eq. (3), is a nonstationary Markovian process. Here we are solely concerned with the stationary ac response, which is independent of the initial condition, so that one needs to calculate the solution of Eq. (3) corresponding to the stationary state. To accomplish this, one may seek all the \( \langle r^n \rangle(t) \) in the form

\[ \langle r^n \rangle(t) = \sum_{k=-\infty}^{\infty} F_k^n(\omega) e^{i k \omega t}. \]  

(7)

On substituting Eq. (7) into Eq. (4), we have the following recurrence equations for the Fourier amplitudes \( F_k^n(\omega) \), namely,

\[
Q_n(\omega) = i \begin{pmatrix}
0 & 0 & \xi & 0 & 0 & \cdots \\
0 & 0 & 0 & \xi & 0 & \cdots \\
\xi & 0 & 0 & \xi & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}
\]

(12)

Thus, in order to calculate \( \langle \sin \phi \rangle(t) \) in Eq. (5), we need to evaluate \( C_1(\omega) \) and \( C_{-1}(\omega) \), which contain all the Fourier amplitudes of \( \langle r \rangle(t) \) and \( \langle r^{-1} \rangle(t) \). Equation (10) can be solved for \( C_1 \) in terms of matrix continued fractions, viz.,

\[
C_1(\omega) = \frac{\I}{Q_1(\omega) + \frac{\I}{Q_2(\omega) + \frac{\I}{Q_3(\omega) + \cdots}}}.
\]

(14)

where the fraction lines designate the matrix inversions and \( \I \) is the identity matrix of infinite dimension. Having determined \( C_1(\omega) \), it is not necessary to solve Eq. (11) for \( C_{-1}(\omega) \), as all the components of the column vector \( C_{-1}(\omega) \) can be obtained from Eq. (14), on noting that

\[
F_k^{-1}(\omega) = F_k^{1*}(\omega) \quad \text{and} \quad F_0^{-1}(\omega) = -F_1^{1*}(\omega) \quad \text{(for } k \neq 0). 
\]

(15)

On using Eqs. (14) and (15), one can now calculate from Eqs. (5) and (6) both the time independent (but frequency dependent) dc \( I-V \) characteristic in the presence of an ac current.
and the stationary ac response
\[
\langle V \rangle_0^\omega/IR = x + \text{Im}[F_0^\omega(\omega)]
\]
(16)
and the stationary ac response
\[
\frac{\langle V - \langle V \rangle_0^\omega \rangle}{IR} = \sum_{k=1}^{\infty} \xi^k \text{Re}[Z_k(\omega)e^{i\omega t}],
\]
(17)
where
\[
Z_k(\omega) = \delta_{1,k} - \frac{i}{\xi^k} [F_k^1(\omega) + F_k^1(\omega)]
\]
(18)
and \(\delta_{1,k}\) is Kronecker’s delta. Equation (18) for \(k=1\) yields the nonlinear impedance \(Z(\omega)\), viz.,
\[
Z(\omega) = R^R - iX^R = RZ_1(\omega),
\]
(19)
where \(R^R\) and \(X^R\) are the dynamic resistance and the reactance, respectively. The limiting case of a weak ac current allows one to calculate the linear impedance (i.e., the impedance in the linear response approximation). Indeed, if the ac current \(I_m e^{i\omega t}\) is weak, so that \(\hbar I_m^2/2\xi kT \ll 1\), one has from Eqs. (5) and (17).

IV. RESULTS AND DISCUSSION

The exact matrix continued fraction solution [Eq. (14)] just obtained is very convenient for the purpose of computation (algorithms for calculating matrix continued fractions are discussed in Ref. 15, Chap. 9). This matrix continued fraction satisfies the conditions of a theorem (proved in Ref. 34) appropriate to the convergence of matrix continued fractions. This theorem guarantees the convergence of a matrix.
continued fraction if it satisfies two definite conditions, which for the present problem are

$$4 \det(Q_{n-1}) \det(Q_{n+1}) \leq 1 \quad \text{(for all } n)$$

and

$$\lim_{n \to \infty} 4^n \prod_{k=0}^{n} \det(Q_{k+2}) \det(Q_{k+1}) = 0.$$ 

As the matrix $Q_n$ in Eq. (12) fulfills the above conditions, the matrix continued fraction is in Eq. (14) converges. In the calculation, the infinite matrix continued fraction in Eq. (14) was approximated by a matrix continued fraction of finite order (by putting $Q_n = 0$ at some $n = N$) and the dimension of the matrix $Q_n$ and the vectors $C_n$ was confined to some finite number $M$. Both $N$ and $M$ depend on the parameters $\gamma$ and $\xi$ and on the number of harmonics to be taken into account. They must be chosen by stipulating the accuracy of the calculation a priori. For example, in the calculation of the $P_{\xi}^k(\omega)$ for $k$ up to 8 and for $\xi$ up to 10, the dimensions of $Q_n$ and $C_n$ need not exceed 50 and 15–25 iterations in calculating the matrix continued fraction are enough to arrive at an accuracy of not less than six significant digits in the majority of cases.

For $\xi = 0$ Eqs. (14) and (16) yield the dc $I-V$ characteristic, which is in complete agreement with the results of Ambegaokar and Halperin who computed this characteristic by solving the noninertial (when the capacitance is neglected) Fokker-Planck equation associated with the Langevin Eq. (3). Their results may be presented as follows:

$$\frac{\langle V \rangle_0}{IR} = x + \text{Im} \left[ \frac{I_{1+ix}(\gamma)}{I_{1+ix}(\gamma)} \right],$$

where $I_{\nu}(z)$ is the modified Bessel function of the first kind of order $\nu$. There are three simple approximations of Eq. (23) for extreme cases, i.e., (i) $\gamma \to 0$: $\langle V \rangle_0 = I_0 R$—this limit corresponds to Ohm’s law, (ii) $\gamma \to \infty$: $\langle V \rangle_0 = 0$ ($\chi < 1$)—pure superconductivity, and (iii) $\langle V \rangle_0 = IR(\chi^2 - 1)^{1/2}$ ($\chi > 1$)—which is Ohm’s law with a correction factor. In the presence of a strong dc current the $I-V$ characteristics behave in a very interesting way. For low noise strengths (say $\gamma = 25$), the shape of the $I-V$ characteristics shown in Fig. 2 become distorted when $\xi$ increases and the Shapiro steps induced on the curves adhere to the Ohmic line $\langle V \rangle_0 = I_0 R$. The frequency spectra of $\langle V \rangle_0/IR$ (Figs. 3 and 4) show how the oscillatory behavior appears with increasing $\xi$ and $\gamma$. The nonlinear features shown in Figs. 2–4 disappear for low driving frequencies ($\omega \tau \leq \gamma^{-1}$) and/or high noise strengths ($\gamma \leq 1$).

Strong nonlinear effects also appear in the ac impedance. In Figs. 5 and 6, the resistance $R_w$ and the reactance $X_w$ of
the junction are plotted versus the nonlinear parameter $\xi$. For comparison we have chosen the value of the parameter $\omega \tau_I = 0.1$, as was used in Ref. 30 for the calculation of the nonlinear impedance in the noiseless limits. Just as in that limit, in the presence of noise, the behavior of $R_\omega$ vs $\xi$ at small dc bias exhibits both a threshold field and a parabolic increase above the threshold with associated step-like structures. When $I_{dc}$ is larger than the dc critical current ($x>1$), $R_\omega$ suddenly becomes greater than $R$. For large values of the dc bias, the influence of the ac current diminishes and $R_\omega$ and $X_\omega$ approach the shunt resistance $R$ and zero, respectively. Figure 5 shows clearly that the resistive response saturates at large $\xi$. This result has also been obtained in the noiseless limit. The oscillatory behavior of the reactance $X_\omega$ vs $\xi$ is a manifestation of the dynamic phase slips, which occur as the ac current is increased (see Fig. 6). Strong nonlinear effects in both $R_\omega$ and $X_\omega$ versus the bias parameter $x$ for various $\xi$ and $\gamma$ are shown in Figs. 7–10. Figures 7 and 8 also emphasize the pronounced departure from linear response as $\xi$ is increased. For $\gamma>1$, the above results are in quantitative agreement with those obtained in Ref. 30 in the noiseless limit. Furthermore, just as in the $I-V$ characteristic, the nonlinear features disappear at $\omega \tau_I \approx 1$ and/or $\gamma \approx 1$. In Fig. 11, we have also presented $\log_{10}(R_\omega/R)$ as a function of $\log_{10}(I_m/I_0)$ for various values of the normalized supercurrent $I/I_0$ at $x=0$ and $\omega \tau_I = 0.1$. This figure clearly demon-

<table>
<thead>
<tr>
<th>$\xi$</th>
<th>$\gamma$</th>
<th>$\log_{10}(R_\omega/R)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>-1.0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>-0.5</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.0</td>
</tr>
</tbody>
</table>

FIG. 11. $\log_{10}(R_\omega/R)$ vs $\log_{10}(I_m/I_0)$ for various values of $I/I_0$ and $\gamma$ (such that $I/I_0 \gamma = \text{const}$) at $x=0$ and $\omega \tau_I = 0.1$, showing pronounced nonlinear effects (threshold points and saturation).

strates pronounced nonlinear effects, viz., the steps at large $\gamma$ and $\xi$ (curve 1), the threshold points and saturation ($R_\omega \rightarrow R$ at $\xi \rightarrow \infty$) of the nonlinear response.

For $\xi \ll 1$, the present theory is in accordance with the results of Refs. 27 and 28, where an approximate analytical equation for the linear impedance $Z(\omega)$ of the junction has been derived, viz.,

$$\frac{Z(\omega)}{R} = 1 - \frac{1}{2} \frac{I_{1+ix}(\gamma)I_{1}(\gamma)}{\lambda-i\omega \tau_I} + \frac{I_{1-ix}(\gamma)I_{1}(\gamma)}{\lambda+i\omega \tau_I},$$

where $\lambda$ is given by

$$\lambda = \frac{I_{1}(\gamma)I_{1+ix}(\gamma)}{2 \int_{0}^{T_{c}} t I_{1}(\gamma)I_{1+ix}(\gamma)I_{1}(\gamma) dt}.$$  

(24)

For weak ac currents, Eq. (24) yields good correspondence to the exact solution Eq. (14) for wide ranges of $\omega$, $x$, and $\gamma$ (see, for example, Figs. 7 and 8).

The results obtained may be useful for the interpretation of experimental data for the microwave resistance and reactance of weak links. For example, experimental observations of nonlinear effects in the microwave resistance of a high quality single crystal YBa$_2$Cu$_3$O$_7-\delta$, were presented and explained in Refs. 30 and 36 using the RSJ model. Experimental data on the nonlinear microwave surface impedance $Z_s$ of high-temperature superconducting thin films were also interpreted in the context of the RSJ model and a qualitative agreement of the model with experimental measurements of $Z_s$ was observed. It was shown there that the above systems behave like a Josephson junction and the RSJ model describes the main features of the nonlinear surface impedance: the steps in the ac current dependence of the resistance, the threshold points and saturation (see Fig. 11). Other experiments, which can be analyzed in the context of the RSJ model, are microwave absorption measurements in weak-link Josephson junctions in high-$T_c$ temperature superconductors, where the microwave surface

FIG. 10. The same as in Fig. 9 for $X_\omega$.

FIG. 12. Surface resistance $R_s$ dependence on microwave current in weak-link Josephson junctions in high-$T_c$ superconductors for different temperatures. Solid lines represent fits obtained from Eqs. (14), (15), and (19) for $\gamma=100$ (noiseless limit) and $\omega \tau_I = 0.14$ (corresponding to the experimental frequency 14 GHz). Experiment: 70 K (circles), 50 K (squares), 25 K (diamonds), and 10 K (triangles) from Ref. 41.
resistance $R_s$ can also be studied. As was shown in Ref. 41, the numerical solution of the underlying nonlinear dynamic equation for the noiseless RSJ model [Eq. (3) with $L(t)=0$] agrees closely with experiment. For the purpose of illustration, a comparison of the theoretical results presented in this paper with experimental data$^9$ on measurements of the microwave surface resistance $R_s$ of a Y-Ba-Cu-O film at 14 GHz for 70, 50, 25, and 10 K is shown in Fig. 12. Here the solid lines represent the fits obtained from Eqs. (14), (15), (18), and (19) for $R_s$ in the low noise case $\gamma=100$, say (a further increase of $\gamma$ does not change the results). Each of the four temperature data was fitted with the same value of $IR=212\mu$V (as in Ref. 41), the following values of $I$ being obtained from the fits: 3.0 mA for 70 K, 4.8 mA for 50 K, 5.5 mA for 25 K, and 6.0 mA for 10 K (these values of $I$ are very close to those given in Ref. 41). As can be seen in Fig. 12, the fitting is good and is very similar to that obtained in Ref. 41. This similarity is not surprising because the experimental conditions$^4$ correspond to values of $\gamma\geq 1$ for which the RSJ model with noise agrees in all respects with that used in Ref. 41. The above estimates, as well as those given in Refs. 30 and 36–41, correspond to the noiseless case, $\gamma \approx 1$. However, the theory presented here can also be applied to the analysis of the nonlinear impedance taking account of noise effects, which may provide a better quantitative agreement with experiments.

Thus in the present paper we have established formulas for the ac nonlinear response of a Josephson junction in the presence of noise for wide ranges of the nonlinearity ($\xi$), the noise strength ($\gamma$), and the bias ($\chi$) model parameters. In order to obtain these results, we have used the matrix continued fraction approach, which allowed us to solve exactly the problem of the noniterial Brownian motion in a tilted cosine potential in the presence of a large ac force. Pronounced nonlinear effects appear in the response of the junction for $\gamma\geq 1$ and frequencies $\omega$ satisfying the condition $\gamma^2 \leq \omega \tau_f \approx 1$. As we have mentioned in the Introduction, a Langevin equation of the kind used in the present paper also arises in a number of other stochastic systems with a cosine potential in the overdamped limit$^{15}$ subjected to a strong ac driving force. Therefore the results obtained here for the Josephson junction may be applied to other nonlinear systems (such as the dithered-ring-laser gyroscope$^9$), where the effect of noise is of importance.
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