Interpolation formula between very low and intermediate-to-high damping Kramers escape rates for single-domain ferromagnetic particles
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It is shown that the Mel'nikov-Meshkov formalism for bridging the very low damping (VLD) and intermediate-to-high damping (IHD) Kramers escape rates as a function of the dissipation parameter for mechanical particles may be extended to the rotational Brownian motion of magnetic dipole moments of single-domain ferromagnetic particles in nonaxially symmetric potentials of the magnetocrystalline anisotropy so that both regimes of damping occur. The procedure is illustrated by considering the particular nonaxially symmetric problem of superparamagnetic particles possessing uniaxial anisotropy subject to an external uniform field applied at an angle to the easy axis of magnetization. Here the Mel’nikov-Meshkov treatment is found to be in good agreement with an exact calculation of the smallest eigenvalue of Brown’s Fokker-Planck equation, provided the external field is large enough to ensure significant departure from axial symmetry, so that the VLD and IHD formulas for escape rates of magnetic dipoles for nonaxially symmetric potentials are valid.
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I. INTRODUCTION

Renewed interest in the Kramers theory of escape rates [1] has been stimulated by the recent success of Wernsdorfer et al. [2] in isolating single-domain ferromagnetic particles and in measuring the time of reversal (for barriers significantly greater than the thermal energy, the Kramers escape rate) of the magnetization of these particles as a function of the damping parameter predicted by the Néel-Brown [3,4] theory of superparamagnetic relaxation. In effect, the latter theory is an adaptation of the Kramers theory of chemical reaction rates to longitudinal relaxation of the magnetization of single-domain ferromagnetic particles. The validation of that theory by experiment [2,5] furthermore confirms the Kramers conception of a thermal relaxation process over a potential barrier. The Kramers theory of chemical reaction rates was initially adapted to longitudinal relaxation of spins (i.e., reversal of the direction of precession of the magnetic moment over the internal anisotropy potential barrier) by Brown [4]. In his first calculations of escape rates, however, he confined himself to axially symmetric potentials of the magnetocrystalline anisotropy [4]. Hence no coupling between the longitudinal and the transverse modes of motion exists thus the longitudinal mode are governed by a single state variable, namely the colatitude $\vartheta$, the polar angle of the magnetization vector.

As a result of this consideration Brown was able to demonstrate that the Kramers escape rate theory for particles may be easily adapted to yield an expression for the escape rate for spins which is valid for all values of the damping parameter in his Langevin equation and for any axially symmetric potential of the magnetocrystalline anisotropy.

An important comment should be made concerning the fact that the axially asymptotic equation for the escape rate is valid for all values of the damping. First we remark that the Fokker-Planck equation for the longitudinal relaxation of spins (the second state variable, namely, the azimuthal angle $\varphi$ of the magnetization vector manifests itself merely as a steady precession of that vector) is effectively a one-dimensional Fokker-Planck equation (FPE), since the inertia of the particle plays no role, so that escape rates calculated from it are valid for all values of the damping parameter. In the Kramers problem for mechanical particles, on the other hand, the underlying FPE in position and momentum as state variables always has a two-dimensional state space and a reduction to a one-dimensional FPE (in this case the Smoluchowski equation) can be achieved only through the strong damping of the momentum. The particle problem may also be reduced to a one-dimensional problem if the damping is very small by writing the FPE in angle-action variables, averaging over the fast angle variable and considering the slow diffusion of the (total) energy. Thus in the mechanical Kramers problem, the following three regimes of damping appear.

(a) Intermediate-to-high damping (IHD): the general picture in this case [6] being that inside the well the distribution function is almost the Maxwell-Boltzmann distribution obtained in the depth of the well. However, near the barrier the distribution function deviates from the equilibrium distribution due to the slow draining of particles across the barrier. The barrier region is assumed to be so small that one may approximate the potential in this region by an inverted parabola.

(b) Very low damping (VLD): here the damping is so small that the assumption in (a), namely that the particles approaching the barrier region from the depth of the well, have the Maxwell-Boltzmann distribution completely breaks
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down. Thus the region where deviations from that distribution occur extends far beyond the interval where the potential shape may be approximated by an inverted parabola. Thus we may now, by transforming the FPE into an equation in the energy and phase variables, and by supposing that the motion of a particle attempting to cross the barrier is almost conservative, and is the librational motion in the well of a particle with energy equal to the barrier energy, derive an equation of diffusion in energy. We remark that the assumption of almost conservative behavior meaning that the energy loss per cycle is almost negligible and is equal to the friction times the action of the undamped motion at the barrier energy ensures that the Liouville term in the FPE vanishes (unlike in IHD where there is strong coupling between the diffusive and Liouville term) so that one is left with only the diffusion term in the energy variable. The dependence on the phase having been eliminated by averaging the distribution function in energy-phase variables along a closed trajectory of the energy since we assume a librational motion in the well.

(c) An intermediate (crossover) region where neither IHD nor VLD formulas apply: in this region neither of the approaches to the problem may be used. In contrast to the VLD case the Liouville term in the FPE does not vanish meaning that one cannot average out the phase dependence of the distribution function which is ultimately taken account of by constructing from the FPE an equation for the distribution function with the energy and action as independent variables. This procedure allows one to express the energy distribution function at a given action, which in this case may be manipulated so as to pose the problem in terms of the energy loss per cycle at the barrier energy as a Wiener-Hopf equation yielding an integral formula the product of which with the IHD escape rate yields an expression for the escape rate which is valid for all values of the damping, so allowing the complete solution of Kramers’s problem. The integral formula derived from the Wiener-Hopf equation effectively allowing for the coupling between the Liouville and dissipative term in the Kramers equation when written in terms of energy-phase variables which is ignored in the VLD limit.

However, as mentioned above the analogous spin problem is fundamentally different in that the one-dimensional FPE in the single state variable \( \theta \) does not arise from damping of the momentum but rather from axial symmetry. Thus in order to construct Kramers formulas—equivalent to that for mechanical particles—for spins, one has to consider in Brown’s Fokker-Planck equation nonaxially symmetric potentials of the magnetocrystalline anisotropy, i.e., magnetic systems with coupling between the two degrees of freedom.

We have mentioned that Kramers obtained two formulas for the escape rate, one valid in the so-called intermediate-to-high damping regime, and the other in the low damping regime, where it is assumed in both cases that the energy barrier is much greater than the thermal energy so that the concept of an escape rate applies. He mentioned in his paper, however, that he could not find a general method of attack for the purpose of obtaining a formula which would be valid for any damping regime [see (c) above] which was effectively solved by Mel’nikov and Meshkov [7].

As far as single-domain ferromagnetic particles are concerned, the equivalent of the Kramers IHD formula for spins was derived by Brown in 1979 [8], while the corresponding LD formula was established in 1990 by Klik and Gunther [9]. Furthermore, the latter authors emphasised that Brown’s 1979 IHD calculation was in effect a special case of Langer’s treatment of the decay of metastable states [10]. In addition, the LD formula of Klik and Gunther holds for escape from a single well, while in magnetic relaxation of single-domain ferromagnetic particles, the Gibbs free energy has in general a bistable structure due to the anisotropy term. Hence their formula does not take account of the possibility of recrossings of the anisotropy barrier by the magnetic moments in the LD case.

For the sake of clarity, we recall that the original Kramers problem, referring to the undamped motion, is characterized by the state variables, namely, \( q \) the position coordinate and \( p \) the momentum of a particle of mass \( m \) moving in a potential \( V(q) \). Thus the Hamiltonian is

\[
E = \frac{p^2}{2m} + V(q)
\]

and the canonical variables \( (q, p) \) satisfy Hamilton’s equations, namely,

\[
\dot{q} = \frac{\partial E}{\partial p}, \quad \dot{p} = -\frac{\partial E}{\partial q}.
\]

In the treatment of the escape rate given by Mel’nıkov and Meshkov, which yields a formula valid for all values of the friction for systems governed by the Hamiltonian (1.1), it is assumed that one may write the escape rate as

\[
\kappa = \kappa_{\text{TST}}.
\]

where \( \kappa_{\text{TST}} \) is the escape rate predicted by the transition state theory (TST) which for a double-well potential reads as

\[
\kappa_{\text{TST}} = \frac{\omega_1}{2\pi} \exp(-E_1/kT) + \frac{\omega_2}{2\pi} \exp(-E_2/kT).
\]

Here, \( E_i \) is the energy barrier a given particle has to overcome when it is in well \( i \) and \( \omega_i \) is an attempt frequency in well \( i \) (which is the frequency of oscillation in that well). In Eq. (1.3) \( A \) is a quantity termed the prefactor and contains corrections to the TST rate, namely, the effects of the surroundings of the particle.

Mel’nıkov and Meshkov proceeded from the energy-action diffusion equation mentioned above by deriving a functional form for \( A \) in the LD limit, which bridges the two Kramers formulas. They then obtained the escape rate in the whole damping range by multiplying their functional form with the Kramers IHD prefactor.

The bridging between the two friction regimes has however never been effected for magnetic relaxation of single-domain ferromagnetic particles. Such a bridging formula is important here because in the low-damping limit one often encounters difficulties in implementing numerical simulations of the dynamics of the magnetization and longest lived
relaxation mode for the purpose of reproducing the exact solution for the escape rate [11]. It follows that a formula for the escape rate valid for all values of the friction would be useful (a) in view of its relative ease of computation and (b) as a check on the accuracy of numerical simulations as this formula, in principle, is able to qualitatively reproduce the frictional behavior of escape rates.

The purpose of this work is to demonstrate how to bridge LD and IHD magnetic Kramers formulas by suitably adapting the Mel’nikov-Meshkov procedure. Such adaptations are necessary because, unlike mechanical particles, the undamped equation of motion of the magnetization of a single-domain ferromagnetic particle is the gyromagnetic equation. Thus the Hamiltonian of the system is the Gibbs free energy which is in general not separable in terms the canonical variables of the problem. Furthermore, the magnetic system has two degrees of freedom, namely, the polar and azimuthal angles. This is in contrast with the original Kramers problem characterized by one degree of freedom and a two-dimensional state space. Again, unlike that problem the inertia of the particle plays no role with the result that even though the magnetic system has inherently two degrees of freedom, it still has a two-dimensional state space as in the Kramers problem. Having taken account of these considerations, the results obtained for single-domain ferromagnetic particles with uniaxial anisotropy when a uniform magnetic field is applied at an angle to the easy axis are compared to an exact solution in terms of matrix continued fractions. The purpose of this work is to demonstrate how to bridge the interpolation formula between very low and high temperatures (Eqs. 2.11 and 2.12) as a check on the accuracy of numerical simulations as this formula, in principle, is able to qualitatively reproduce the exact solution for the escape rate valid for all values of the friction.

If we now introduce as variable $x = \cos \theta$, Eqs. (2.5) and (2.6) assume the form of Hamilton’s canonical equations viz.

\[
\dot{x} = -\frac{\gamma}{M_s} \frac{\partial V}{\partial \varphi}(x, \varphi) = -\frac{\partial E}{\partial \varphi}(x, \varphi),
\]

\[
\dot{\varphi} = \frac{\gamma}{M_s} \frac{\partial V}{\partial x}(x, \varphi) = \frac{\partial E}{\partial x}(x, \varphi),
\]

where $E(x, \varphi) = (\gamma/M_s)V(x, \varphi)$ is the Hamiltonian of the system. The set $\{\varphi, x\} = \{q, p\}$ constitutes the canonical variables of the magnetic problem and consequently generates a two-dimensional state space as in Kramers’ problem (1.1)–(1.2) (again referring to the undamped motion) with the difference that unlike mechanical particles the Hamiltonian $E(q, p)$ is no longer separable. Equations (2.7) and (2.8) describe the undamped motion of the system in the absence of thermal agitation and may be used to sketch the phase space trajectories. We also note in passing that the distribution $W$ in phase space obeys Liouville’s theorem of conservation of density in phase, namely $(dW/dt$ denoting a hydrodynamical derivative):

\[
\frac{dW}{dt} = \frac{\partial}{\partial t} + \dot{x} \frac{\partial}{\partial x} + \dot{\varphi} \frac{\partial}{\partial \varphi} = 0,
\]

which, by virtue of Eqs. (2.7)–(2.8) reads as

\[
\frac{dW}{dt} = \frac{\partial}{\partial t} + \dot{x} \frac{\partial}{\partial x} + \dot{\varphi} \frac{\partial}{\partial \varphi} = 0.
\]

If we include thermal agitation by regarding the Landau-Lifshitz equation as the Langevin equation of the system Eq. (2.1) becomes [12]

\[
\frac{dM}{dt} = \gamma(M \times H) + \frac{\alpha \gamma}{M_s}(M \times H) \times M,
\]

where this time

\[
h = -\frac{\partial V}{\partial u} + h_\ell(t),
\]

with $h_\ell(t)$ being the normalized $\delta$-correlated white-noise force due to thermal fluctuations, and $\alpha$ is a dimensionless damping constant. Now, Eq. (2.11) accounts for orientation changes of the magnetization only, so that the FPE obtained from Eqs. (2.11)–(2.12) will govern the distribution function of magnetization orientations on the unit sphere. Hence, we have Brown’s FPE [12,13].
where in Eq. (2.13),
\[ \lambda^2 = \frac{\beta}{\sin \vartheta \sin \varphi} \left( \sin \vartheta \frac{\partial}{\partial \varphi} \right) + \frac{1}{\sin^2 \vartheta} \frac{\partial^2}{\partial \varphi^2} \] (2.14)
is the angular part of the Laplacian and
\[ \tau_n = \frac{\beta M_s}{2 \alpha} \] (2.15)
is the diffusion relaxation time, \( \beta = \nu/kT \), and \( \nu \) is the volume of a single-domain ferromagnetic particle. In the presence of thermal agitation, Liouville’s theorem of conservation of density in phase no longer holds, so that one has
\[ \frac{dW}{dt} = \frac{\partial W}{\partial t} + \frac{\partial W}{\partial x} \left[ \frac{\partial V}{\partial x} - \frac{\partial V}{\partial \varphi} \frac{\partial W}{\partial \varphi} \right] = D \mathbf{W}, \] (2.16)
where \( D \) denotes a dissipation operator. We remark that if we set \( x = \cos \vartheta \) and make the transformation \( \vartheta \to x \) in Eq. (2.13), then the term \( D \mathbf{W} \) assumes the form
\[ D \mathbf{W} = \frac{\alpha \gamma}{\beta M_s} \left[ \frac{\partial}{\partial x} \left( 1-x^2 \right) \left( \frac{\partial W}{\partial x} + \beta W \frac{\partial V}{\partial x} \right) \right] \]
\[ + \frac{1}{1-x^2} \frac{\partial}{\partial \varphi} \left[ \left( \frac{\partial W}{\partial \varphi} + \beta W \frac{\partial V}{\partial \varphi} \right) \right], \] (2.17)
which is the form of \( D \) corresponding to the Langevin Eq. (2.11). We remark that we have split Brown’s FPE into the two equations namely
\[ \frac{dW}{dt} = \frac{\partial W}{\partial t} + \frac{\partial W}{\partial x} \left[ \frac{\partial V}{\partial x} - \frac{\partial V}{\partial \varphi} \frac{\partial W}{\partial \varphi} \right] \] (2.18)
which describes the undamped precessional motion and is entirely equivalent to Eq. (2.1) or (2.5)–(2.8), and
\[ \frac{dW}{dt} = \frac{\alpha \gamma}{\beta M_s} \left[ \frac{\partial}{\partial \varphi} \left( 1-x^2 \right) \left( \frac{\partial W}{\partial \varphi} + \beta W \frac{\partial V}{\partial \varphi} \right) \right] \]
\[ + \frac{1}{x^2} \frac{\partial}{\partial \varphi} \left[ \left( \frac{\partial W}{\partial \varphi} + \beta W \frac{\partial V}{\partial \varphi} \right) \right], \] (2.19)
Equation (2.19) expresses the irreversible total rate of change of the distribution function, i.e., irreversible evolution of the system from one phase point to another.

In order to adapt the Mel’nikov-Meshkov approach for mechanical particles to the problem at hand, we must consider the quasistationary regime where
\[ \frac{\partial W}{\partial t} \approx 0. \] (2.20)
Equation (2.18) then becomes
\[ \frac{dW}{dt} = \gamma \left[ \frac{\partial V}{\partial x} \frac{\partial W}{\partial \varphi} - \frac{\partial V}{\partial \varphi} \frac{\partial W}{\partial x} \right]. \] (2.21)
We proceed by introducing the reduced energy variable
\[ \varepsilon = \beta V(x, \varphi) \] (2.22)
and transform Eqs. (2.19) and (2.21) into energy-azimuthal angle variables \((\varepsilon, \varphi)\) by using the chain rule. We have
\[ \frac{\partial W}{\partial \varphi} = \left( \frac{\partial W}{\partial \varepsilon} \right) \frac{\partial \varepsilon}{\partial \varphi} + \left( \frac{\partial W}{\partial \varphi} \right) \frac{\partial \varphi}{\partial \varepsilon}, \] (2.23)
\[ \frac{\partial W}{\partial \varphi} = \left( \frac{\partial W}{\partial \varepsilon} \right) \frac{\partial \varepsilon}{\partial \varphi} + \left( \frac{\partial W}{\partial \varphi} \right) \frac{\partial \varphi}{\partial \varepsilon}, \] (2.24)
(where for simplicity we do not use a new symbol for the transformed distribution function) so that according to Eqs. (2.23) and (2.24) the dissipative term Eq. (2.19) becomes:
\[ \frac{dW}{dt} = \frac{\alpha \gamma}{\beta M_s} \left[ \frac{\partial}{\partial \varphi} \left( 1-x^2 \right) \left( \frac{\partial W}{\partial \varphi} + \beta W \frac{\partial V}{\partial \varphi} \right) \right] \]
\[ + \frac{1}{x^2} \frac{\partial}{\partial \varphi} \left[ \left( \frac{\partial W}{\partial \varphi} + \beta W \frac{\partial V}{\partial \varphi} \right) \right], \] (2.25)
and the Liouville term Eq. (2.21) reads as
\[
\frac{dW}{dt} = \frac{\gamma}{\beta M_s} \left( \frac{\partial \varphi}{\partial x} \right) \left( \frac{\partial W}{\partial \varphi} \right) \varepsilon.
\] (2.26)

Now we have seen that \( x \) (effectively the magnetic momentum) and \( \varphi \) (the azimuthal angle) are canonical conjugate in the zero damping limit [13,14]. In this limit, the energy \( V(x,\varphi) \) is a constant of the motion which is completely described by Eqs. (2.7) and (2.8). Regarding the damped motion, the energy is no longer conserved. However, in the crossover region the dissipation process may be perceived as consisting of small changes in the energy of the system, i.e., in the crossover dissipation process, \( \varepsilon \) is a slow variable (at given \( \varphi \) while \( \varphi \) (keeping the energy fixed) is a fast variable. This means that in the first approximation we may neglect the effect of the operators \( (\partial /\partial \varphi)_x \) in the dissipative term Eq. (2.25). However, the angle \( \varphi \) is maintained in Eq. (2.26) because unlike the case of very low damping we need to take into account the coupling between the Liouville and dissipation terms which must be taken into account if we wish to describe accurately the crossover region. Hence the dissipation operator contains only derivatives with respect to \( \varepsilon \) and Eq. (2.25) becomes
\[
\frac{dW}{dt} = \frac{\alpha \gamma}{\beta M_s} \left( \frac{\partial \varphi}{\partial x} \right) \left( 1-x^2 \right) \left( \frac{\partial e}{\partial \varphi} \right) \left( W + \left( \frac{\partial W}{\partial \varphi} \right) \varepsilon \right) \varphi
\]
\[
+ \frac{\alpha \gamma}{\beta M_s} \left( \frac{\partial \varphi}{\partial x} \right) \left( 1-x^2 \right) \left( \frac{\partial \varphi}{\partial \varphi} \right) \left( W + \left( \frac{\partial W}{\partial \varphi} \right) \varepsilon \right) \varphi.
\] (2.27)

In order to derive the energy-action diffusion equation one has to show that \( x \) depends on \( \varphi \) only. This is readily demonstrated by noting that the energy is supposed quasiconstant, so that we have
\[
d\varepsilon(x,\varphi) = \left( \frac{\partial \varphi}{\partial x} \right) (x,\varphi) dx + \left( \frac{\partial \varphi}{\partial \varphi} \right) (x,\varphi) d\varphi \approx 0,
\] (2.28)
leading to the differential equation of the phase space trajectories
\[
\frac{dx}{d\varphi} = - \left( \frac{\partial \varphi}{\partial x} \right) \varphi.
\] (2.29)

This equation, by imposing a suitable boundary condition (the value of \( x \) at the saddle point in general) and solving for \( x \) guarantees that \( x \) depends \textit{explicitly} on \( \varphi \) only, and not on \( \varepsilon \) (see Appendix). This means that we can rewrite Eq. (2.27) as
\[
\frac{dW}{dt} = \frac{\alpha \gamma}{\beta M_s} \left( 1-x^2 \right) \left( \frac{\partial e}{\partial \varphi} \right) \left( W + \left( \frac{\partial W}{\partial \varphi} \right) \varepsilon \right) \varphi
\]
\[
\times \left( \frac{\partial \varphi}{\partial x} \right) \left( W + \left( \frac{\partial W}{\partial \varphi} \right) \varepsilon \right) \varphi.
\] (2.30)

On equating the right-hand sides of Eqs. (2.25) and (2.30) we obtain finally
\[
\left( \frac{\partial W}{\partial \varphi} \right) \varepsilon = \alpha \left( 1-x^2 \right) \left( \frac{\partial e}{\partial \varphi} \right) - \frac{1}{1-x^2} \left( \frac{\partial e}{\partial \varphi} \right) dx
\]
\[
\times \left( \frac{\partial \varphi}{\partial x} \right) \left( W + \left( \frac{\partial W}{\partial \varphi} \right) \varepsilon \right) \varphi.
\] (2.31)

where we have used Eq. (2.29). By introducing the dimensionless action \( s \) via the differential equation
\[
\frac{ds}{dt} = \alpha \left( 1-x^2 \right) \left( \frac{\partial e}{\partial \varphi} \right) - \frac{1}{1-x^2} \left( \frac{\partial e}{\partial \varphi} \right) dx
\]
\[
\times \left( \frac{\partial \varphi}{\partial x} \right) \left( W + \left( \frac{\partial W}{\partial \varphi} \right) \varepsilon \right) \varphi,
\] (2.32)

and using the chain rule again, we arrive at the energy-action diffusion equation
\[
\frac{\partial W}{\partial s} = \alpha \left( 1-x^2 \right) \frac{\partial e}{\partial \varphi} \left( W + \frac{\partial W}{\partial \varphi} \varepsilon \right).
\] (2.33)

where we have suppressed the subscripts of the derivatives as their meaning is now obvious. The action variable is
\[
\begin{aligned}
\frac{ds}{d\varphi} &= \int_{\varepsilon=\text{constant}} \left( 1-x^2 \right) \frac{\partial e}{\partial \varphi} \left( W + \frac{\partial W}{\partial \varphi} \varepsilon \right) dx,
\end{aligned}
\] (2.34)

Here, we are interested in the critical energy trajectories which are given by
\[
\varepsilon = \varepsilon_c,
\] (2.35)

where \( \varepsilon_c \) defines the energy contour through the saddle point of the energy from which the moments may overcome the barrier. When the energy of the system attains this value \( \varepsilon_c \), the magnetization may leave the initial well, i.e., can reverse. In addition, we remark that Eq. (2.35) constitutes a boundary condition for Eq. (2.29) whence it follows that the action variable (2.34) is to be evaluated on the critical energy contour. We emphasise that the solution \( W \) of Eq. (2.33) will effectively assume the Maxwell-Boltzmann distributions in the wells and will change in a relatively narrow region about the top of the barrier, the behavior being analogous to that in the VLD case with the difference that the azimuthal dependence of \( W \) which in this case is described by the left-hand side of Eq. (2.33) may not be neglected near the top of the barrier. We further remark that Eq. (2.34) defines an action variable analogous to that introduced by Mel'nikov and Meshkov for mechanical particles. It is more complicated, however, because we reiterate that unlike mechanical systems, magnetic ones are not completely separable (the Hamiltonian is not additive in \( x \) and \( \varphi \)), so that
with the exception of time, one cannot separate the variables in the corresponding (deterministic) Hamilton-Jacobi equation. As Eq. (2.33) is of the same form as the energy action-diffusion equation of Ref. [7] (details of the derivation of the Mel’nikov-Meshkov theory is given in Ref. [17]), it follows that the magnetic prefactor has a form identical to that for mechanical particles. For a double-well potential, this prefactor in the intermediate-to-low damping (ILD) limit (crossover region) where neither IHD nor VLD treatments apply is

$$A(a_1, a_2) = \frac{A(a_1)A(a_2)}{A(a_1 + a_2)},$$

(2.36)

where

$$A(\xi) = \exp \left\{ \frac{1}{\pi} \int_{0}^{\infty} \ln(1 - e^{-\xi(z^2 + 1/4)}) \frac{dz}{z^2 + 1/4} \right\}$$

(2.37)

is the prefactor for a single escape path, $\xi = a_i$, is the energy loss per cycle in well $i$ (justified following Eq. (3.4) below) and

$$s_i = \int_{e_i}^{e_{i+1}} (1 - x^2) \frac{\partial E}{\partial x} \, dx - \frac{1}{1 - x^2} \frac{\partial E}{\partial \varphi} \, dx, \quad i = 1, 2$$

(2.38)

is the magnetic action in the well $i$. The line integral is taken along the direction of precession in well $i$.

Equation (2.36) is an accurate formula for the magnetic prefactor in the crossover region. In order to write down a formula for the magnetic prefactor which is valid for all values of the damping, we recall that the IHD prefactor derived by Brown has essentially the same form as that for mechanical particles and is [8,13,15] (the details of derivation of this prefactor which are rather lengthy are given in Geoghegan et al. [15] and also derived in detail using Langer’s method [10] in Ref. [17]):

$$\kappa = \frac{1}{2 \omega c \tau_N} \left[ \frac{\omega_c^2 + \frac{\alpha^2 (c_1^2 - c_2^2)}{4}}{\alpha c_1^2} \right]^{1/2} - \frac{(c_1^2 + c_2^2) \alpha}{2} \frac{A(a_1)A(a_2)}{A(a_1 + a_2)} \kappa_{TST}.$$  

(2.41)

We note that the frequencies $\omega_1$ and $\omega_2$ in each well are here respectively given by

$$\omega_i = \sqrt{c_1^2 c_2^2}, \quad i = 1, 2.$$  

(2.42)

### III. Application to the Problem of Relaxation of a System Having Uniaxial Anisotropy With a Uniform Field at an Angle to the Anisotropy Axis

We now apply the above considerations to the calculation of the greatest relaxation time of single-domain ferromagnetic particles having uniaxial anisotropy when an external uniform magnetic field is applied at an angle to the easy axis [i.e., in the $(x, z)$ plane]. The dimensionless free Gibbs energy is given by

$$\epsilon(x, \varphi) = -\sigma x^2 - \xi x \cos \psi - \xi \sqrt{1 - x^2} \sin \psi \cos \varphi,$$

(3.1)

where $\psi$ is the angle the direction of the magnetic field makes with the easy axis of magnetization. This potential has a saddle point in the Greenwich meridian $\varphi = 0$ (zero longitude) and an absolute maximum at $\varphi = \pi$. Furthermore, in Eq. (3.1) we have introduced the notations (reduced barrier height and reduced field parameter):

$$\sigma = \frac{K \nu}{k T}, \quad \xi = \frac{M \mu H}{k T}.$$  

(3.2)

Here, $K$ is the anisotropy constant, $M_s$ the saturation magnetization, and $H$ is the external uniform magnetic field. Before proceeding, we note that it is customary to introduce the reduced field parameter $h$ defined as [16]

$$h = \frac{\xi}{2 \sigma}.$$  

(3.3)

In order to evaluate the escape rate (2.41) for this problem, one must first numerically evaluate the action integrals (2.38) as well as Eq. (2.24). The quantity $A(\xi)$ is best calculated by using its representation in terms of the complementary error function $\text{erf}$. viz. [7]

$$A(\xi) = \exp \left\{ -\sum_{p=-1}^{\infty} \frac{\text{erfc}(\sqrt{p \xi/2})}{p} \right\}.$$

(2.40)

We evaluate the action integrals (2.38) by reiterating that in the VLD limit, the free energy will be almost a constant of the motion. Hence, on using Eq. (2.29) viz. the fact that the energy is almost conserved and the Hamiltonian Eq. (3.1), we have the differential equation
as described above, we compare the result with that obtained of the present paper.

The calculation of the action variables when a small field is applied integrals each well is the same. The actual calculation of the line involved in the calculation of the two action variables corresponding to the two wells, so that the energy loss per cycle in each well is the same. The actual calculation of the line integrals (transformed into ordinary integrals) is usually performed numerically. The sole exception to this is the calculation of the action variables when a small field is applied perpendicular to the easy axis and is illustrated in section 4 of the present paper.

Having evaluated the escape rate rendered by Eq. (2.41) as described above, we compare the result with that obtained by calculating the escape rate exactly. In order to accomplish this, one expands the time-dependent probability density on the basis of the spherical harmonics, namely,

\[ W(x, \varphi, t) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{l,m}(t) N_{l,m} p_{l}^{m}(x) e^{i m \varphi}, \]  

where

\[ N_{l,m} = (-1)^{m} \sqrt{\frac{(2l+1)(l-m)!}{4 \pi (l+m)!}}, \quad m > 0, \]  

and the \( p_{l}^{m}(x) \) are the associated Legendre functions [18]. We also have [19]

\[ p_{l}^{m}(x) = (-1)^{m} \frac{(l-m)!}{(l+m)!} p_{l}^{m}(x). \]

The time-dependent Fokker-Planck equation may be reduced to the set of differential recurrence relations

\[ d_{l,m}(t) = \sum_{r=2}^{2} \sum_{s=-r}^{r} d_{l,m+1+r,m+s} a_{l+1+r,m+s}(t), \]  

where the \( d_{l,m,l',m'} \) are the elements of Brown’s Fokker-Planck operator and have been given in detail elsewhere [20]. The thirteen-term differential recurrence relation (3.8) now may be cast into the tridiagonal form [20]:

\[ \mathbf{C}_{l}(t) = \mathbf{Q}_{l}^{+} \mathbf{C}_{l-1}(t) + \mathbf{Q}_{l} \mathbf{C}_{l}(t) + \mathbf{Q}_{l}^{+} \mathbf{C}_{l+1}(t), \]

where \( \mathbf{C}_{l}(t) \) is the column vector given by

\[ \mathbf{C}_{l}(t) = \begin{pmatrix} a_{2l-1,-2l+1}(t) \\ a_{2l-2,1}(t) \\ \vdots \\ a_{2l-1,2l-1}(t) \end{pmatrix}, \]

and the elements of the matrices \( \mathbf{Q}_{l}^{+} \) and \( \mathbf{Q}_{l} \) are expressed in terms of the \( d_{l,m,l',m'} \) [21]. The smallest eigenvalue of the Fokker-Planck operator may be calculated by calculating the smallest eigenvalue of the \((8 \times 8)\) matrix [20]

\[ S = \begin{bmatrix} \mathbf{Q}_{l} - \mathbf{Q}_{l}^{+} \Delta_{n} \mathbf{Q}_{l}^{+} \\ \mathbf{I} + \sum_{n=2}^{\infty} \prod_{m=1}^{n-1} \mathbf{Q}_{m}^{+} \left[ \prod_{k=1}^{n-1} \Delta_{n-k+1}^{2} \mathbf{Q}_{n-k+1}^{-} \right] \end{bmatrix}, \]

where \( \mathbf{I} \) is the \((8 \times 8)\) identity matrix and \( \Delta_{n} \) is the infinite matrix continued fraction [20]

\[ \Delta_{n} = \frac{1}{-Q_{n} - Q_{n}^{+} \left( 1 - \frac{1}{-Q_{n+1} - Q_{n+1}^{+} \left( 1 - \frac{1}{-Q_{n+2} - \cdots - Q_{n+2}^{+}} \right) \right) \right) \].

This procedure allows us to compute the escape rate of the magnetization from a stable state of orientations for a wide range of anisotropy parameters \( \sigma \) and \( \alpha \) and avoids the solu-
tion of a high order polynomial, provided that the smallest eigenvalue of Brown’s Fokker-Planck operator is significantly lower than all the other eigenvalues.

We note that in order to be able to compare the rate given by Eq. (2.41) and those obtained from the diagonalization of Eq. (3.12), all approximate formulas given in this paper should be divided by $\alpha$. In fact, on considering Eq. (2.13) and converting it to an eigenvalue problem we have

$$2\lambda \tau_N W + \frac{1}{\alpha} \left( \frac{\partial \epsilon}{\partial x} \frac{\partial W}{\partial \xi} - \frac{\partial \epsilon}{\partial \phi} \frac{\partial W}{\partial \phi} \right) = \frac{1}{\alpha} \left( 1 - x^2 \right) \left( \frac{\partial W}{\partial x} + \beta W \frac{\partial V}{\partial x} \right) + \frac{1}{\alpha} \left( 1 - x^2 \right) \frac{\partial}{\partial \phi} \left( \frac{\partial W}{\partial \phi} + \beta W \frac{\partial V}{\partial \phi} \right) \right],$$

(3.14)

where we have again set $x = \cos \theta$ in Eq. (2.13). This eigenvalue problem is solved in terms of the matrix continued fraction (3.12). However, in deriving Eq. (2.33) we have multiplied Eq. (3.14) by $\alpha$. Thus we have implicitly considered the following eigenvalue problem

$$2\lambda' \tau_N W + \left( \frac{\partial \epsilon}{\partial x} \frac{\partial W}{\partial \xi} - \frac{\partial \epsilon}{\partial \phi} \frac{\partial W}{\partial \phi} \right) = \left( 1 - x^2 \right) \left( \frac{\partial W}{\partial x} + \beta W \frac{\partial V}{\partial x} \right) + \left( 1 - x^2 \right) \frac{\partial}{\partial \phi} \left( \frac{\partial W}{\partial \phi} + \beta W \frac{\partial V}{\partial \phi} \right) \right],$$

(3.15)

with $\lambda' = \alpha \lambda$ (we note in passing that since $\alpha > 0$, $\lambda' = \alpha \lambda$, will still be the smallest nonvanishing eigenvalue). This means that in order to compare Kalmykov’s solution with, in particular, our formula (2.41) we have to divide it by $\alpha$, including the generalization of the Klik and Gunther LD formula for a double-well potential, namely,

$$\kappa_{LD} \tau_N = \frac{\alpha s_1}{4} \kappa_{TST},$$

(3.16)

where we have taken into account that the actions in each well are equal, $s_1 = s_2$.

In addition, in the context of numerical calculations, we emphasize that care must also be taken in solving the differential equation (3.4). Namely, this equation is valid in so far as the concept of an escape rate has a meaning. In particular, according to the Stoner-Wohlfarth calculation of the critical reduced field $h_c$ [12,22], one must be aware that the escape rate problem is meaningful only if

$$h < \frac{1}{(\cos^2 \psi + \sin^2 \psi)^{1/2}},$$

(3.17)

which guarantees that the Hamiltonian (3.1) retains its bistable structure, so that the concept of an escape rate can be applied. Indeed, if this condition is violated, the only process involved is fast relaxation inside the only remaining well and not barrier crossing.

### IV. LIMITING CASES

In order to check our formula (2.41), we study below known limiting cases which are (a) the explicit evaluation of the escape rate in the VLD regime for escape from a single well already considered by Klik and Gunther and (b) the calculation of the energy loss per cycle for a transverse applied field as already obtained by Garanin et al. [23].

First, we show how to obtain the Klik and Gunther formula from the single-well version of Eq. (2.41). For a single well, we have

$$\kappa = \frac{1}{2 \omega_C} \frac{\alpha s}{2} A(\alpha s) \kappa_{TST},$$

(4.1)

where only one term is retained in the expression (1.4) for $\kappa_{TST}$ since there is only one well. In the limit of small $\alpha$, Eq. (4.1) becomes

$$\kappa = \frac{1}{2 \tau_N} A(\alpha s) \kappa_{TST}.$$

(4.2)

Now, the behavior of $A(\zeta)$ for small $\zeta$ will be demonstrated. In that limit, the exponential in Eq. (2.37) may be expanded to first order in $\zeta$ to yield

$$A(\zeta) \approx \exp \left[ \frac{1}{\pi} \left( \ln \zeta - \frac{\zeta}{2} \right) \int_0^{\infty} \frac{dz}{z^{1/4}} + \frac{\zeta}{2} \int_0^{\infty} \frac{dz}{z^{1/4}} \right].$$

(4.3)

Now [24]

$$\int_0^{\infty} \frac{\ln(z^{1/4})}{z^{1/4}} dz = 0,$$

(4.4)

so that Eq. (4.3) becomes

$$A(\zeta) \approx \exp \left[ \frac{1}{\pi} (\pi \ln \zeta) \right]$$

(4.5)

and Eq. (4.2) finally reads

$$\kappa = \frac{\alpha s}{2 \tau_N} \kappa_{TST},$$

(4.6)

which is, in our notation, the formula of Klik and Gunther.

Here we evaluate the action integral in Eq. (2.38) for a small uniform transverse applied field, yet large enough to ensure departure from axial symmetry. This is the only case in which the calculation may be carried out explicitly without encountering severe algebraic difficulties. It will also
serve to illustrate the difference between the action integral used by Garanin et al. which is evaluated by expressing \( x \) directly as a function of \( \varphi \) and the action integral used in the present problem which is calculated by using the differential Eq. (3.4) of the trajectories in the \((x, \varphi)\) space. We remark that Garanin et al. [23], by noting that the potential due to a transverse field is a symmetric bistable potential, showed how the action integral may be calculated by considering the result for a single potential well only. Here, we will determine the action integrals in each well separately and we shall show how the action integral may be reduced to that of Garanin et al. We first note that Eq. (3.4) with \( \psi = \pi/2 \) is

\[
\frac{dx}{d\varphi} = \frac{h (1-x^2) \sin \varphi}{x(\sqrt{1-x^2} - h \cos \varphi)},
\]

(4.7)

This equation is singular at the equator \( x = 0 \). If \( \psi = \pi/2 \) the boundary condition for Eq. (4.7) is \( x_c = 0 \) (because the saddle point is at the equator \( \vartheta = \pi/2 \) for a transverse field), thus we make the change of variable \( u = x^2 \) and transform Eq. (4.7) into an equation for \( u \)

\[
\frac{du}{d\varphi} = 2h \frac{(1-u) \sin \varphi}{(\sqrt{1-u} - h \cos \varphi)},
\]

(4.8)

with the boundary condition

\[
u(0) = 0.
\]

(4.9)

Now, the field is relatively small so that, following Garanin et al. [23], when \( h \to 0 \), we may ignore terms of the order \( h^{3/2} \). We may also write in the vicinity of the saddle point

\[1-u \approx 1.
\]

(4.10)

Hence Eq. (4.8) becomes

\[
\frac{du}{d\varphi}(\varphi) = 2h \sin \varphi,
\]

(4.11)

which may be readily integrated between 0 and \( \varphi \) to yield

\[u(\varphi) = 2h(1 - \cos \varphi),
\]

(4.12)

leading to the two possible solutions for \( x(\varphi) \)

\[x(\varphi) = \pm 2 \sqrt{h} \sin \frac{\varphi}{2}.
\]

(4.13)

The two phase trajectories are equally possible. In physical terms, the solution with the plus sign corresponds to spins rotating clockwise, the minus sign to spins rotating anticlockwise. We note that for a transverse uniform applied field, this is always so, as the solution of Eq. (4.7) cannot be carried out without Eq. (4.9) which involves the square of the magnetic momentum.

Having expressed \( x \) in terms of \( \varphi \) one may evaluate the line integrals as follows. As the actions in each well are equal, it suffices to calculate the action variable in the first well only. As the reduced field parameter \( h \) is small and as on the critical energy curve we still have \( 1-u \approx 1 \), we may rewrite Eq. (2.38) as

\[
s_1 \approx \int_{\varepsilon = \varepsilon_c^+}^{\varepsilon = \varepsilon_c^-} \frac{\partial \varepsilon}{\partial x} d\varphi - \frac{\partial \varepsilon}{\partial \varphi} dx.
\]

(4.14)

Following Garanin et al. [23] and Coffey et al. [27], one can ignore the second term in this integral as it is of the order \( h^{3/2} \) so that, accounting for the two phase paths given by Eq. (4.13) we have

\[
s_1 \approx \int_{\varphi = \varphi_c^+}^{\varphi = \varphi_c^-} \frac{\partial \varepsilon}{\partial x} d\varphi + \int_{\varphi = \varphi_c^-}^{\varphi = \varphi_c^+} \frac{\partial \varepsilon}{\partial \varphi} dx,
\]

(4.15)

where \( \varepsilon_c^+ \) and \( \varepsilon_c^- \) denote the critical energy values associated with the two phase paths (4.13). These two values are equal. We have simply introduced the notation \( \varepsilon_c^+ \), \( \varepsilon_c^- \) in order to emphasise the difference between the respective contributions of the two possible integration paths.

Again, following Garanin et al. [23] we utilize the fact that

\[\frac{\partial \varepsilon}{\partial x} \approx -2 \sigma x,
\]

(4.16)

so that Eq. (4.15) can be finally evaluated to yield

\[s_1 = -4 \sigma \sqrt{h} \left[ \int_{\varphi = 0}^{\pi} \sin \frac{\varphi}{2} d\varphi + \int_{\varphi = \pi}^{0} \sin \frac{\varphi}{2} d\varphi \right]
\]

\[= 16 \sigma \sqrt{h}.
\]

(4.17)

Since \( s_1 = s_2 \) and that the prefactor \( A(\xi) \) Eq. (2.37) behaves as \( \xi \) in the limit of small energy losses per cycle, we find, by evaluating the prefactor for the double-well potential Eq. (2.36),

\[
A(\alpha s_1, \alpha s_2) \approx \frac{\alpha^2 s_1^2}{2 \alpha s_1} = \alpha s_1 = 8 \alpha \sigma \sqrt{h},
\]

(4.18)

in agreement with the calculation of Garanin et al. [23]. We reiterate that the splitting of the action integral in Eq. (4.15) arises because the differential equation (4.7) admits of two solutions corresponding to the two possible phase trajectories. Such a separation in the precession directions is, in general, not possible for arbitrary \( \psi (\neq 0) \) because the solution of Eq. (3.4) with boundary condition (3.5) is then unique.

V. RESULTS AND CONCLUSIONS

We have indicated above how a formula (2.41) for the escape rate for single-domain ferromagnetic particles which is valid in the whole damping range may be obtained. This is accomplished by neglecting the azimuthal dependence of the distribution function in the dissipation term.

When one tries to apply the formalism described earlier to a particular problem in magnetism, we remark that the integration paths necessary to calculate the actions in each well are obtained by solving Eq. (3.4) with boundary condition
(3.5). We note from Fig. 1 that the phase trajectories are open (unlike those for mechanical particles) as one may expect for a motion of rotational type [25]. These phase trajectories are unique for any angle $\psi$ except for $\psi = \pi/2$ for which two open trajectories are possible. These open trajectories are symmetric with respect to the straight line $x = 0$. One may also remark that in order to calculate action integrals one integrates over $\varphi$ from 0 to $\pi$ in the first well and from $\pi$ to $2\pi$ in the second. This is because as is apparent from the open nature of the trajectories and from Fig. 2, both the Hamiltonian and the phase trajectories attain a maximum at $\varphi = \pi$.

In Fig. 3 the logarithm of the exact, LD and IHD, and the Mel’nikov-Meshkov magnetic formula (2.41) are plotted as a function of the logarithm of the friction parameter $\alpha$. All the rates are normalized with respect to the characteristic diffusion time $\tau_N$ so that the problem of the choice of the starting stochastic differential equation namely Landau-Lifshitz or Gilbert is irrelevant. We remark that the qualitative behavior of the exact escape rate is well reproduced over the whole damping range, and especially in the crossover region where neither the LD, nor the IHD formulas are valid.

We have plotted on Fig. 4 $\log_{10}(\kappa \tau_N)$ as a function of $\sigma$ for 3 typical values of the damping parameter $\alpha$. It is apparent from this figure that the agreement between Eq. (2.41) and the exact solution is good for large $\sigma$ as expected. The qualitative agreement in frictional behavior may be explained as follows. The behavior of the escape rate as a function of $\sigma$ for large $\sigma$ is approximately Arrheniuslike [8] and this behavior arises from an equilibrium property of the system (namely the Maxwell-Boltzmann distribution at the bottom of the well). On the other hand, the frictional dependence of the escape rate is due to nonequilibrium (dynamical) properties of the system and so is contained in the prefactor $A$ only, the detailed nature of which depends on the precise form of the asymptotic expression used to obtain it. In other words, not only does one have to postulate a high barrier (hence a Maxwell-Boltzmann distribution at the bottom of the well), one must also postulate the behavior of the distribution function at the barrier top. We remark that as emphasised by Kramers, it is hardly ever of any practical importance to improve on the accuracy of the IHD or LD formulas themselves because in experimental situations where relaxation is studied, one is left with estimates of the prefactor within a certain degree of accuracy which is difficult to evaluate. For example information on $\alpha$ is scanty. On the other hand it is important to predict the behavior of the relaxation times as a function of friction using analytical methods such as the one described in this paper because of the detailed information such methods yield concerning the mechanisms underlying the relaxation process.

Referring again to Eq. (2.41) we emphasise that this formula can be used when the angle $\psi$ the field makes with the easy axis is large enough to ensure significant departures from axial symmetry [26] (see explanation below). Nevertheless, as one can see from Fig. 5 the calculation fails because the assumptions made in the derivation of the IHD and

FIG. 2. 3D plot of the Hamiltonian as a function of $\theta$ and $\varphi$ for $\psi = \pi/6$, and $h = 0.2$. The value $\sigma = 20$ has been arbitrarily chosen.

FIG. 3. $\log_{10} \kappa \tau_N$ vs $\log_{10} \alpha$ for $\sigma = 10$, $\psi = \pi/6$, and $h = 0.25$. The solid line is the exact rate; the dotted line is Eq. (2.41). The dashed line is Brown’s nonaxially symmetric IHD formula and the dot-dashed line is the Klik-Gunther LD formula for the double-well potential (3.16).

FIG. 4. $\log_{10}(\kappa \tau_N)$ as a function of $\sigma$. The solid line is the exact solution. Diamonds denote formula (2.41) for $\alpha = 0.001$ (LD); squares denote formula (2.41) for $\alpha = 0.1$ (crossover); and triangles denote formula (2.41) for $\alpha = 10$ (IHD).
VLD asymptotic formulas are invalid for small departures from axial symmetry [26,27]. Thus our formula Eq. (2.41) may not be used in the neighborhood of uniaxial crossovers because such action integrals as Eq. (2.38) are zero for any angle $\psi$ (for small fields) or small departures of the latter angle from zero in any field.

In conclusion, it is apparent that Eq. (2.41) provides a good qualitative account of the behavior of the exact escape rate for magnetic particles having uniaxial anisotropy when an external magnetic field is applied at an angle to the easy axis. We finally remark that although our formula Eq. (2.41) for $\alpha = 0.001$ (LD); (2) triangles denote formula (2.41) for $\alpha = 0.1$ (crossover). The calculation fails for small angles.

FIG. 5. $\log_{10} \kappa \tau_N$ as a function of the angle $\psi$ (degrees) for $\sigma = 10$, $h = 0.2$. (1) Stars denote formula (2.41) for $\alpha = 0.001$ (LD); (2) triangles denote formula (2.41) for $\alpha = 0.1$ (crossover). The calculation fails for small angles.
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APPENDIX: DETAILS OF DERIVATION OF EQ. (2.33)

In this appendix we give some details concerning the derivation of the energy-action diffusion Eq. (2.33) for magnetic dipole moments. In particular, we explain why we may derive Eq. (2.30). We have inferred in the text that $x$ and the derivatives of $\varepsilon$ with respect to $x$ and $\varphi$ are not explicit functions of $\varepsilon$, so that these may be taken out of the outer derivative sign with respect to $\varepsilon$. This may be justified as follows. We recall that in the LD limit the motion is quasideterministic. Thus the total energy is approximately conserved. Hence we have the equations of the trajectories in phase space

$$\varepsilon = f(x, \varphi) \approx \text{constant}. \quad (A1)$$

On taking the total differential of this equation we have

$$d\varepsilon = df(x, \varphi) = 0, \quad (A2)$$

Now, if the energy is constant, we will have, solving Eq. (A2)

$$x = g(\varphi). \quad (A3)$$

Furthermore, if the energy is \textit{quasiconstant} as in the present problem we will then have

$$x \approx g(\varphi). \quad (A4)$$

Thus

$$\left| \frac{\partial \varepsilon}{\partial x} \right|_{\varphi} = g_1[x(\varphi), \varphi], \quad (A5)$$

say, if the energy constant, and if it is quasiconstant, then

$$\left| \frac{\partial \varepsilon}{\partial x} \right|_{\varphi} \approx g_1[x(\varphi), \varphi], \quad (A6)$$

which is not an explicit function of $\varepsilon$ and so may be taken outside the $(\partial / \partial \varepsilon)_{\varphi}$ operator in Eq. (2.27). Similar considerations hold for the derivative of the energy with respect to the angle $\varphi$. \textit{With these approximations}, the dissipation term finally becomes Eq. (2.30).