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The reversal time of the magnetization of single-domain ferromagnetic particles is estimated for mixed
uniaxial and cubic anisotropy energies possessing nonparaboloidal saddles and well bottoms or either. The
calculation generalizes the existing adaptation of the Kramers escape rate theory to fine ferromagnetic particles
with nonaxially symmetric magnetocrystalline-Zeeman energies, originally based on the paraboloidal approxi-
mation for the energy near its stationary points, yielding in addition a simple universal Kramers turnover
formula �based on the Mel’nikov-Meshkov depopulation factor� for the reversal time valid for all values of the
damping. The asymptotic solution is compared with the appropriate numerically exact solution of the corre-
sponding Fokker-Planck equation for the probability density function of magnetization orientations. The pre-
dictions of the generalized nonparaboloidal stationary point turnover formula agree with the numerical solution
for a wide range of damping and other parameters characterizing the mixed anisotropy.
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I. INTRODUCTION

Fine single-domain ferromagnetic particles are character-
ized by thermal instability of the magnetization1 M�t� result-
ing in superparamagnetism2 because each behaves in a mag-
netic sense as a giant Langevin paramagnet. The thermal
fluctuations and relaxation of M�t� currently merit attention
in information storage and rock magnetism. The initial treat-
ment of the thermal fluctuations due to Néel1 based on clas-
sical transition state theory �TST� was further developed by
Brown.3,4 He set the theory in the context of the classical
Brownian motion, which unlike TST accounts for the depar-
ture from thermal equilibrium due to the energy interchange
between a particle and its heat bath, by deriving the Fokker-
Planck equation for the probability density function W of
magnetization orientations on a sphere of radius Ms, where
Ms is the saturation magnetization assumed constant so that
the only variable is the orientation of M. This equation is4

2�N
�W

�t
=

�

�
n · ��V � �W� + � · ��W + �W � V� , �1�

where � is the gradient operator on the unit sphere, n is a
unit vector along M, V is the free-energy density comprising
the nonseparable Hamiltonian of the anisotropy and Zeeman
energy densities, �=v / �kT�, v is the volume of the ferromag-
netic particle, k is Boltzmann’s constant, T is the absolute
temperature, � is a dimensionless damping constant, �N
=�0��+�−1�, �0=�Ms / �2�� is the characteristic free diffu-
sion time of M�t�, and � is the gyromagnetic ratio.

One of the most important physical parameters is the
magnetization reversal time � due to thermal agitation over
the internal magnetocrystalline energy barrier of the particle.
In order to estimate �, Brown adapted to magnetization re-
laxation an ingenious method of Kramers5 for the thermally
activated escape from a potential well of point Brownian
particles of a single degree of freedom with separable and
additive Hamiltonians. When the escape rates ���−1� for

these particles are calculated by the asymptotic Kramers
method, three regimes of damping appear as a consequence
of the asymptotic procedure, viz., �i� intermediate-to-high
damping �IHD�, �ii� very low damping �VLD�, and �iii� turn-
over region. Kramers5 obtained so-called IHD and VLD for-
mulas for the escape rate. However, he emphasized that he
could not find a general method of attack in order to obtain
an asymptotic formula valid for all damping regimes. This
proposition known as the Kramers turnover problem was
solved much later by Mel’nikov and Meshkov.6,7 They ob-
tained a universal formula for the escape rate valid for all
values of the damping by postulate from heuristic reasoning,
essentially appealing to continuity, that a universal escape
rate formula may be given by simply multiplying the IHD
escape rate by a depopulation factor bridging the VLD and
IHD solutions. By extending the Mel’nikov-Meshkov ap-
proach, Grabert8 and Pollak et al.9 later presented a complete
solution of the Kramers turnover problem and showed that
the Mel’nikov and Meshkov universal formula can be ob-
tained without ad hoc assumptions. The results of Mel’nikov
and Meshkov,6 however, do not apply without modification
to the escape rate of the magnetization; it differs fundamen-
tally from point Brownian particles because M�t� has two
degrees of freedom, namely, polar angles �� and 	�, the
undamped equation of motion is the gyromagnetic equation
rather than Newton’s equation, the Hamiltonian is inherently
nonseparable, and the concept of inertia is meaningless. Nev-
ertheless, inertia is essentially mimicked for nonaxially sym-
metric potentials only by the gyromagnetic term causing cou-
pling or entanglement of the transverse and longitudinal
modes of M�t�. Hence, the familiar Kramers damping re-
gimes may still occur in the asymptotic magnetization escape
rate formulas, reflecting the fact that the transverse dynamics
affects the longitudinal dynamics. This analogy allowed
Smith and de Rozario10 and Brown4 to derive the magneti-
zation escape rate in the IHD limit11 following the original
Kramers method. Thus, in order to evaluate the IHD escape
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rate from a potential well i to a well j, they supposed that the
free-energy density V�M� has a multistable structure with
minima at ni and n j separated by a potential barrier at a
saddle point n0. If � is close to a stationary point nk �k
= �0, i , j�� and �n1

�k� ,n2
�k� ,n3

�k�� denote the direction cosines of
M, then V�M� may be approximated by

V � Vk + c1
�k��n1

�k��2/2 + c2
�k��n2

�k��2/2, �2�

where c1
�k�=�2V /�n1

�k�2 and c2
�k�=�2V /�n2

�k�2. By substituting
Eq. �2� into the Fokker-Planck equation �1�, the latter may be
solved following the Kramers method5 in the vicinity of the
stationary points yielding the escape rate 
ij

IHD from well i to
well j as4,10


ij
IHD = 
ij

TST�0���/�0, �3�

with 
ij
TST as the escape rate for TST as applied to the mag-

netization, namely,


ij
TST =

�i

2
e−�V, �4�

where �V=��V0−Vi� is the dimensionless barrier height,
�i=��c1

�i�c2
�i� /Ms and �0=��−c1

�0�c2
�0� /Ms are the well and

saddle angular frequencies, respectively, and

�0��� =
�

4�0�� + �−1�
���c2

�0� − c1
�0��2 − 4�−2c1

�0�c2
�0�

− c1
�0� − c2

�0��

is the damped saddle angular frequency. Equation �3� is sim-
ply a special case of Langer’s extension12 of the Kramers
IHD escape rate to many degrees of freedom and nonsepa-
rable Hamiltonians in order to generalize the calculation of
Becker and Döring13 of the rate of condensation of a super-
saturated vapor.

Now for vanishing damping, �→0, the IHD escape rate

ij

IHD from Eq. �3� reduces to the TST escape rate 
ij
TST,

which is obviously independent of �. However, by analogy
with point particles11 this is not the true VLD limit or energy
controlled diffusion, where the energy loss per cycle of the
almost periodic motion of the magnetization on the saddle-
point energy �escape� trajectory is much less than the thermal
energy, as noted by Klik and Gunther.14,15 Rather, it
comprises11 the intermediate damping limit corresponding to
Néel’s TST result. Recognizing this Klik and Gunther14,15

derived the correct VLD magnetization Kramers escape rate

ij

VLD, viz.,11,14,15


ij
VLD � �Si
ij

TST, �5�

where Si is the dimensionless action at the saddle-point en-
ergy �see Sec. II�. The conditions of applicability of these
IHD and VLD solutions for superparamagnets are defined by

��1 and ��0.01, respectively. However, experimental val-
ues of � usually lie in the Kramers turnover region charac-
terized by 10−2���1.16 Hence, Coffey et al.11 and Déjardin
et al.17 extended the Mel’nikov-Meshkov formalism6,7 to the
relaxation time of the magnetization. They obtained for the
escape rate 
ij from a single well11,17


ij = A��Si�
ij
IHD = A��Si�

�i�0���
2�0

e−�V, �6�

where the magnetization depopulation factor A is

A��� = exp� 1


	

0

� ln
1 − exp�− ���2 + 1/4���
�2 + 1/4

d�� , �7�

the dimensionless action at the saddle-point energy Si is de-
fined as

Si = �
V=V0

�1 − z2�
�V

�z
d	 −

1

1 − z2

�V

�	
dz , �8�

and z=cos �. The contour integral in Eq. �8� is taken along
the critical energy trajectory or separatrix ��	� �V=V0

on
which the magnetization may reverse by passing through the
saddle point�s� of the energy vV0. Equation �6� may be
deemed universal in so far as it accurately describes the mag-
netization escape rate for all damping �. Furthermore, the
asymptotic behavior of Eq. �7� as a function of �, namely,
A��Si�→1 as �→� and A��Si� /�→Si as �→0, ensures
that the IHD and VLD limits of the magnetization escape
rate, i.e., Eqs. �3� and �5�, respectively, are reproduced cor-
rectly. Equation �6� agrees closely with numerical solutions
of the Fokker-Planck equation �1�, e.g., Refs. 18 and 19, and
Langevin dynamics simulations of the magnetization rever-
sal, for example, Refs. 20–22. Equations �3� and �5� have
also been successfully compared with experiments23 empha-
sizing the vital importance of an accurate determination of
the damping dependence of the escape rate prefactor
A��Si��0����i / �2�0� in Eq. �6�.

The damping range of validity of presently available
asymptotic formulas for magnetization escape rates is sum-
marized in Table I. In practical applications, the conditions of
validity of these asymptotic formulas, namely, that they are
only valid in the low-temperature �high barrier� limit and for
the paraboloid approximation of the free energy in the vicin-
ity of the stationary points, must be taken into account.

II. REVERSAL TIME FOR MIXED ANISOTROPY

The salient feature of the IHD equation �3� is the elliptic
and hyperbolic paraboloid approximation �Eq. �2�� for the
free-energy density V�M� near the relevant stationary points.

TABLE I. Range of validity of asymptotic formulas for 
ij.

Escape rate 
ij
TST, Eq. �4� 
ij

IHD, Eq. �3� 
ij
VLD, Eq. �5� 
ij, Eq. �6�

Range of validity ��1 ��1 ��1 All �

References 1 4 14 and 15 11 and 17
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However, certain situations exist, where either the well or the
damped saddle frequencies or both are zero so that Eq. �3�
now predicts zero escape rate. This obviously incorrect result
may occur when �i� V�M� is approximately axially symmet-
ric leading to the uniaxial crossover phenomenon,11 where
the saddle points become simple maxima, or if �ii� the pa-
raboloid approximation �Eq. �2�� fails. The breakdown of the
paraboloid approximation �ii� is encountered, for example,
for V�M� with either flat saddles or flat well bottoms or both.
A particular example is mixed uniaxial and cubic anisotropy

V = K1�sin2 � + ��sin4 � sin2 2	 + sin2 2��/4� , �9�

where K1 denotes the uniaxial anisotropy constant and � is
the cubic to uniaxial anisotropy ratio which may be either
positive or negative. For ��� /4�1, potential �9� represents
cubic anisotropy, which is a multiwell potential with multiple
saddle points.4,10 For ����1, potential �9� represents a
double-well potential with two equivalent wells and four
equivalent saddle points; these saddle points disappear at �
=0 corresponding to a uniaxial anisotropy �see Fig. 1�. The
nearly axially symmetric case �i� was treated in detail by
Garanin et al.24 For �=−1 the well frequency �i=0 while for
�=1 the damped saddle frequency �0=0. These values of �
are of particular interest since the existing escape rate formu-
las described in Sec. I cannot be used to estimate � without
modification. We remark that the magnetization relaxation
rate problem for particles having the mixed anisotropy �Eq.
�9�� was implicitly identified by Smith and de Rozario,10

Brown,4 and Dormann et al.,16 while Newell25 explicitly
evaluated the IHD escape rate from Eq. �3�, noting the ab-
surd prediction of a vanishing escape rate for ���=1. Never-
theless, the magnetization escape rate problem for nonpa-
raboloidal saddle points and/or wells remains fundamentally

unsolved. Now, insofar as the rate calculation for nonpara-
bolic stationary point neighborhoods is concerned, a method
for point Brownian particles with separable and additive
Hamiltonians has been suggested by Hänggi et al.26 in the
IHD limit only. This method has been further generalized27

for a Brownian single-axis rotator in a periodic potential with
nonparabolic barriers for all damping ranges using the
Mel’nikov-Meshkov formalism.6,7 Thus our purpose is to ex-
tend the escape rate treatment outlined in Refs. 26 and 27 for
point particles to a single-domain particle with nonparaboloi-
dal wells/saddles in order to yield a corresponding universal
turnover formula for the reversal time of the magnetization �.
We shall confine our treatment to ����1 for purpose of illus-
tration. The calculations to be described can be extended to
����1 without major difficulties. For ����1, where the pa-
raboloid approximations hold, the universal equation �6� has
already been checked against numerical calculations of the
magnetization relaxation time in Ref. 19.

For mixed anisotropy with 0� ����1, i.e., for a double-
well potential with two equivalent wells and four equivalent
saddle points, the reversal time � is given in terms of the
depopulation factor A��� and 
12

IHD as

� =
A�2�S�

8
12
IHDA2��S�

. �10�

Here we have noted that S1=S2=S, 
12
IHD=
21

IHD, and the IHD

12

IHD refers to one saddle point only. The factor 8 occurs
because �i� four magnetization escape routes from the well
over the saddle points exist and �ii� two equivalent wells are
involved in the relaxation process. In order to evaluate the
action S in Eq. �10� from contour integral �8�, an explicit
solution for the separatrix ��	� �V=V0

is first required. For the
distinct cases of negative and positive cubic anisotropy −1
���0 and 0���1, the respective separatrixes ��	� �V=V0
are determined by the trigonometric equations

sin2 � +
���
4

�sin4 � sin2 2	 + sin2 2�� = 1 −
���
4

,

sin2 � +
�

4
�sin4 � sin2 2	 + sin2 2�� = 1.

The physically meaningful solutions are

��	��V=V0
= arccos�����3 + cos 4	� + 4 − 2�4 + 8��� + ������� − 4�sin2 2	

����7 + cos 4	�
, − 1 � � � 0 �11�

and

��	��V=V0
= arccos���3 + cos 4	� − 4 + 4��� − 1�2 + � sin2 2	

��7 + cos 4	�
, 0 � � � 1. �12�

FIG. 1. �Color online� Three-dimensional �3D� plot of the mixed
anisotropy potential for �=1 �a: flat saddles�, 0 �b: uniaxial aniso-
tropy�, and −1 �c: flat wells�.
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By substituting Eqs. �11� and �12� into Eq. �8�, we can evalu-
ate the actions S analytically as Taylor-series expansions up
to any desired order of � in two distinct regions, viz.,

S = ������1 −
7

12
� −

15

32
�2 −

363

640
�3 −

1569

2048
�4 − . . .�

�13�

for negative cubic anisotropy in the range −0.5���0 and

S = ����1 −
�

6
+

�2

8
+

17�3

240
−

�4

128
− . . .� �14�

for positive cubic anisotropy in the entire range of interest. In
the remaining negative cubic anisotropy region, −1��
�−0.5, S can be computed numerically from Eq. �8�.

Thus, the only remaining quantity remaining in Eq. �10� is

ij

IHD, which cannot be evaluated by naively applying Eq. �3�
and requires separate analysis for 0���1 and −1���0. In
the first instance, the hyperbolic paraboloid approximation at
the saddle point breaks down so that the Kramers method of
determining the crossover function between the wells needs
to be modified. In the second instance, the elliptic paraboloid
approximation at the bottom of the wells breaks down so that
the steepest-descent method of calculating the well popula-
tion needs to be modified. We treat both cases separately as
follows.

III. IHD ESCAPE RATE FOR 0���1

Despite the breakdown of the hyperbolic paraboloid ap-
proximation near the saddle point, the IHD magnetization
escape rate can still be expressed as a flux over population.26

In order to see this, we first recall that in general in IHD the
picture is that inside the well the distribution function of
M�t� is almost the equilibrium Boltzmann distribution. How-
ever, very near the saddle the distribution deviates from that
equilibrium distribution due to the quasistationary reversal of
M�t� over the saddle point. Now the saddle-point �separatrix�
region where nonequilibrium prevails is very small and the
saddle point itself is a stationary point; therefore, near that
point the Fokker-Planck equation may be written in terms of
the direction cosines4 of M�t� as �cf. Sec. V of Ref. 28�

2�N
�W

�t
�

�

�
� �V

�n1

�W

�n2
−

�W

�n1

�V

�n2
� +

�

�n1
��W

�V

�n1
+

�W

�n1
�

+
�

�n2
��W

�V

�n2
+

�W

�n2
� . �15�

Since the barrier crossing process is exponentially slow, we
may now assume a quasistationary solution of Eq. �15� in
the separatrix region of the form

W�n1,n2,t� = w�n1,n2�e−
ij
IHDt, �16�

leading to

− 2
ij
IHD�Nw �

�

�
� �V

�n1

�w

�n2
−

�w

�n1

�V

�n2
�

+
�

�n1
��w

�V

�n1
+

�w

�n1
�

+
�

�n2
��w

�V

�n2
+

�w

�n2
� . �17�

Thus by integrating this equation with respect to the direc-
tion cosines n1 and n2, limiting the integration to a single
well, then using Green’s theorem in the �n1 ,n2� plane, we
may formally obtain �see Appendix A� 
ij

IHD as the closed
line integral along the saddle-point contour

− 2�
ij
IHD�N � Zi

−1
well i boundary

e−�V���g
�V

�n2
− �

�g

�n1
�dn2

+ ��g
�V

�n1
+ �

�g

�n2
�dn1� . �18�

Here g=e�Vw is the crossover function11,24 originally used by
Kramers5 to obtain the IHD solution of the Klein-Kramers
equation pertaining to point particles by converting that
equation into an ordinary differential equation. The partition
function Zi���well iW�n1 ,n2�dn1dn2 represents the well
population, where of course the elliptic paraboloid approxi-
mation for the energy near the bottom of the well still holds
so that Zi may be evaluated as usual by steepest descents.
Estimation of the saddle-point contour integral in Eq. �18�
for V given by Eq. �9� with 0���1 �Appendix A� then
yields

�0
ij
IHD ��1 +

��

A1

��1 + ���1 − �q�K1/4��A1 + ���2/�8A2��
2�1 + �2�K1/4�A1

2/�8A2��

�e�����+2A1�/8A2−�, �19�

where �=�K1,

q = − �2��−1�� + ��2 + 4��1 − ��� , �20�

A1 = −
���q + ��
��1 + q2�

, A2 = −
��q − 1���

�q3�1 + q2�
, �21�

and K1/4�z� is a modified Bessel function of the third kind.29

On further noting that for x→ +0,29

exK1/4�x� � 
�1/4��x/2�−1/4/2 + . . . , �22�

where 
�z� is the gamma function,29 Eq. �19� becomes for
�=1

�0
ij
IHD �

��5/4


�1/4�
K1/4��4�/8�e−��1−�4/8�. �23�

For �4� /8�1, noting that exK1/4�x��� /2x�1/2 at x→�,29

we have from Eq. �23�

�0
ij
IHD �

2�3/4e−�

��
�1/4�
, �24�

which combined with Eq. �10� completes the solution of the
flat saddle problem.
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IV. IHD ESCAPE RATE FOR −1���0

We now consider negative anisotropy ratio, −1���0,
where free-energy potential �8� near the bottom of a well
may not be approximated by an elliptic paraboloid, which
will obviously affect the well partition function. Nevertheless

ij

IHD can still be estimated from Langer’s expression,
viz.,12,26


ij
IHD =

�0

2

Z0

Zi
, �25�

where Zi���welle
−�V��,	� sin �d�d	 and Z0

���saddlee
−�V��,	� sin �d�d	 are the well and saddle parti-

tion functions, respectively. First, we recall that near the
saddle for −1���0, the hyperbolic paraboloid approxima-
tion still holds so that Z0 and the damped saddle frequency
�0 can be evaluated as usual. Hence,

Z0 = 2�����2 + �����−1/2e−��1−���/4�, �26�

and

�0 =
�

4�0�� + �−1�
�2 − ��� + ��3��� + 2�2 + 8�−2����2 + ����� .

�27�

Thus we only have to calculate the well partition function Zi,
where the elliptic paraboloid approximation fails. Zi may
now be evaluated using a method detailed in Appendix B
yielding

Zi �
�1 − ����

4���
e��1 − ����2/4���K1/4

2 ���1 − ����2

8��� � . �28�

Thus by substituting Eqs. �26�–�28� into Eq. �25�, we finally
obtain

�0
ij
IHD

�� ���
2�2 + ����

�2 − ��� + ��2 + 3����2 + 8�−2����2 + �����
�� + �−1��1 − ����K1/4

2 ��1 − ����2�/�8�����

�e−��1+2����/�4����. �29�

On noting Eq. �22�, Eq. �29� for �=−1 becomes

�0
ij
IHD �

��/6�� + �25�2 + 24�
�1 + �2�
2�1/4�

e−3�/4. �30�

This equation, combined with Eq. �10�, completes the flat
minimum magnetization escape rate.

V. RESULTS AND DISCUSSION

In order to verify the universal escape rate �Eq. �10�� as
modified for mixed anisotropy, we shall use the matrix con-
tinued fraction method as developed in Refs. 30 and 31 for
the solution of the Fokker-Planck equation �1� for cubic
anisotropy. By applying this method to mixed aniso-
tropy �Eq. �9��, the solution of Eq. �1� reduces to solv-
ing an infinite hierarchy of differential-recurrence rela-
tions for the equilibrium correlation functions cl,m�t�
= �cos ��0�Yl,m���t� ,	�t���0,

d

dt
cl,m�t� = �

l�,m�

dl�,m�,l,mcl�,m��t� , �31�

where Yl,m�� ,	� is a normalized spherical harmonic and
dl�,m�,l,m are the matrix elements of the Fokker-Planck opera-
tor in Eq. �1�. The derivation of the moment system �Eq.
�31�� for an arbitrary free energy is given in Ref. 32 �see also
Ref. 33, Chap. 7�. The differential-recurrence relation �Eq.
�31�� which has 27 recurring terms can be solved by matrix

−0.8 −0.4 0.0 0.4 0.8
103

104

105

106

107

uniaxial anisotropy

1

2

ζ

τ
/τ

0

α = 10
1 : σ = 10
2 : σ = 15

FIG. 2. The normalized reversal time of the magnetization � /�0

as a function of the potential shape parameter � for �=10 and �
=10 and 15. Filled circles: numerical calculation from Eq. �32�,
solid lines: universal Mel’nikov-Meshkov formula �10�, dashed
lines: Eq. �33�, dotted lines: Eq. �35�.

10−3 10−2 10−1 100 101 102

103

104

105

τ
/τ

0

TST
limit

2

1

2

1

σ = 10
1: ζ = 1
2: ζ = −1

α

uniaxial
anisotropy

FIG. 3. The normalized reversal time of the magnetization � /�0

as a function of the damping parameter � for �=−1 and �=1. Filled
circles: numerical calculation from Eq. �32�. Solid lines: universal
Mel’nikov-Meshkov formula �10�. Dashed lines: Eqs. �30� and �23�.
Dotted line: uniaxial Eq. �35�. The predictions of TST, viz., �
��8
ij

TST�−1, are also shown for comparison.
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continued fractions. Details of this algorithm allowing us to
calculate the longitudinal correlation time, viz.,

�� =
1

c1,0�0�	0

�

c1,0�t�dt �32�

can be found elsewhere.33 For mixed anisotropy with
����1, we have �� ��, thus providing a useful numerical
check of Eq. �10�.

The results of the numerical matrix continued fraction and
asymptotic �from Eqs. �10�, �19�, �23�, �29�, and �30�� calcu-

lations of the normalized reversal time � /�0 as functions of
the anisotropy ratio parameter � and damping parameter �
are shown in Figs. 2 and 3, respectively. Figure 3 shows that
the universal equation �10� describes the behavior of the re-
versal time in the entire dissipation range for both �=−1 and
�=1. Moreover, Eq. �10� is valid in the range 0.2� ����1
�see Fig. 2, where the results presented are for a particular
IHD value of ��. Here, the usual IHD formula �Eq. �3��
based on the paraboloidal approximation does not describe
the relaxation rate at all as is apparent from Fig. 2. In fact,
for mixed anisotropy, Eq. �3� yields


ij
IHD ��

��1 + ���1 − 2� + �1 + 4�−2��1 − ���e−�

4�0�� + �−1����1 − ��
, 0 � � � 1,

��1 − �����2 − ��� + ��2 + 3����2 + 8�−2����2 + �����e−��1−���/4�

4�0�� + �−1��2����2 + ����
, − 1 � � � 0.� �33�

By inspection, Eq. �33� predicts zero escape rate for ���=1,
while yielding an infinite escape rate as ���→0. Figure 2 also
indicates that Eqs. �10�, �19�, �23�, �29�, and �30� reproduce
correctly the behavior of the relaxation time for 0.2� ���
�1 in contrast to Eq. �3�. Notice that the correct escape rate
equation for the uniaxial case, �=0, is in fact provided by
Brown’s uniaxial anisotropy formula3


12 = 
21 =
�3/2e−�

�0�� + �−1��
, �34�

which allows one to estimate �−1 as

�−1 = 2
12. �35�

Equation �35� is valid for all values of the dissipation param-
eter �. The reversal time given by Eq. �34� agrees in all
respects with the relaxation time rendered by Eq. �32� for �
=0 provided that the barrier height � is large, as expected
from the calculation of the correlation time of the magneti-
zation in uniaxial potentials �see Fig. 2�. In this context, we
remark that as ���→0, axial symmetry is attained and the
azimuthal dependence of the distribution function disap-
pears. Thus for arbitrary damping, Eq. �1� becomes a one-
dimensional Fokker-Planck equation for the distribution
function W���, which due to axial symmetry is independent
of the azimuthal angle 	, viz.,3

2�N
�W

�t
=

1

sin �

�

��
�sin �� �W

��
+ �W

�V

��
�� . �36�

The saddle region now becomes infinitely wide so that the
method of Garanin et al.24 should be applied as the
Mel’nikov-Meshkov method fails since the action S is zero
in this case, once again yielding zero escape rate. By com-
paring the uniaxial asymptotes Eqs. �34� and �35� with Eq.
�10� �see Fig. 3�, we see that � for pure uniaxial anisotropy

can differ by as much as an order of magnitude from � for
mixed anisotropy as rendered by Eq. �10�. This fact may be
attributed to the difference in the prefactors between the
uniaxial and nonaxially symmetric results. In particular, for
�=1 and ��1, Eq. �23� predicts the same barrier height as
Eq. �34�; however, the particular dependence of the prefactor
on the damping � and barrier height parameter � renders a
different reversal time.

In conclusion, we have obtained accurate formulas for the
reversal time of the magnetization � of single-domain ferro-
magnetic particles with mixed uniaxial and cubic anisotropy
valid for all values of damping. This anisotropy is character-
ized by an energy landscape with nonparaboloidal saddles
and/or well bottoms in certain ranges of cubic to uniaxial
anisotropy constant ratios. The method may be extended to
other potentials for which the second-order Taylor expansion
coefficients of the potential equation �2� vanish at the rel-
evant stationary points. We remark that the mixed anisotropy
�Eq. �9�� appears in various applications. Note the “effective
macrospin” model34,35 whereby a many-spin cluster is
mapped onto a macrospin representing the net moment of the
cluster with the corresponding energy comprising mixed
uniaxial and cubic anisotropies. Here the effective anisotropy
energy landscape depends on the size and shape of the clus-
ter, the crystalline structure of the underlying material, and
the other physical parameters such as the exchange coupling
and local anisotropy constants. The model provides a com-
promise between the macrospin approach based on the
Stoner-Wohlfarth concept36 of coherent rotation of all the
atomic spins and the many-spin approach.37 The effective
constants of the model, e.g., the parameter �, etc., must, how-
ever, be computed from microscopic considerations in order
to account for the crystallographic structure, the shape of the
particle, the number of spins, etc. so that the model can be
directly compared with experimental data or numerical
simulations.38 Furthermore, our results may also be applied
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to describe the temperature dependence of the switching field
curves of isolated Co nanoclusters characterized by mixed
anisotropy.39 In Ref. 40 the temperature-dependent switching
field curves of such a magnetic nanocluster having mixed
anisotropy �9� were calculated; and, in particular, it was
shown that temperature-dependent switching field curves no-
ticeably deviate from the Stoner-Wohlfarth astroid for
uniaxial particles. Mixed anisotropy energy �9� also occurs in
paleomagnetism and rock magnetism,25 where thermal relax-
ation is important for both thermoremanent magnetization
and related measurements determining the blocking tempera-
ture�s� characteristic of a given material. Here the anisotropy
energy �9� permits many remanent states to coexist for
����1, thereby leading to multiple blocking temperatures
and a transition toward a single blocking temperature.25
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APPENDIX A: DERIVATION OF EQ. (19)

In order to evaluate the escape rate from Eq. �18�, an
expression for the relevant Kramers crossover function g
=e�Vw and its first derivatives at the well boundary along
with a suitable parametrization of the well boundary itself is
required. This can be accomplished as follows. Since the
distribution function w must always be finite and because a
large barrier is assumed, the left-hand side of Eq. �17� almost
vanishes by quasistationarity; hence, in terms of the Kramers
crossover function g we have28

� �V

�n2
+ �

�V

�n1
� �g

�n1
− � �V

�n1
− �

�V

�n2
� �g

�n2
�

�

�
� �2g

�n1
2 +

�2g

�n2
2� .

�A1�

Next, by approximating V near a saddle point to fourth order
in the direction cosines �n1 ,n2�, we have V as

�V�n1,n2� � � − ��1 − ��n1
2 + ��n2

2 − ���n1
4 + n1

2n2
2 + n2

4� .

�A2�

Following Hänggi et al.,26 we may now seek g as

g�n1,n2� = C−1	
−�

��n1,n2�

e−A1z2−A2z4
dz , �A3�

where C=�−�
+�e−A1z2−A2z4

dz is a normalization constant such
that g��= +��=1, where A1 and A2 are unknown coefficients
accounting for both the shape of the saddle region and the
energy loss at the saddle, and where ��n1 ,n2� is a function to
be determined �this function measures the “distance” from
the saddle-point location�. We note in passing that the Kram-
ers IHD calculation as adapted to magnetization reversal by
Brown3,4 corresponds to setting A2=0 in Eq. �A3� and drop-
ping the fourth-order terms in the Taylor-series expansion of
the free-energy density in Eq. �A2� altogether. Here in con-
trast, we must have A2�0 in order to account for the non-
paraboloidal shape of the saddle, and all terms of the fourth-

order Taylor expansion of the free-energy density in Eq. �A2�
are retained in Eq. �A1�, et seq. In succinct terms, because of
the nonparaboloidal shape of the saddle region, the cross-
over function deviates from the error function originally used
by Kramers for parabolic barriers.

Next one must transform the partial differential Eq. �A1�
in the two variables �n1 ,n2� into an ordinary linear differen-
tial equation in the single variable �. We may do this follow-
ing Kramers5 by implicitly seeking � as a linear combination
of n1 and n2 in the saddle region. The details of the proce-
dure are as follows. By substituting crossover function �A3�
into Eq. �A1�, we obtain a nonlinear partial differential equa-
tion for ��n1 ,n2�, viz.,

� �V

�n2
+ �

�V

�n1
� ��

�n1
− � �V

�n1
− �

�V

�n2
� ��

�n2

� −
�

�
�2A1� + 4A2�3��� ��

�n1
�2

+ � ��

�n2
�2�

+
�

�
� �2�

�n1
2 +

�2�

�n2
2� . �A4�

Now, we seek the conditions for which Eq. �A4� can be
reduced to an ordinary differential equation for �. By intro-
ducing, again following Kramers,5 a new variable in the form
of the linear combination r=qn1+n2 in Eq. �A4�, we have

��q + ��
�V

�n2
+ ��q − 1�

�V

�n1
�d�

dr

= −
�

�
�1 + q2��2A1� + 4A2�3��d�

dr
�2

+
�

�
�1 + q2�

d2�

dr2 ,

where we reiterate that all the terms of the Taylor-series ex-
pansion in Eq. �A2� should be included when computing the
derivatives �V /�ni, unlike the Kramers-Langer-Brown calcu-
lation, where the fourth-order terms are dropped. Because �
is implicitly sought as a linear combination of n1 and n2, it
follows that � and r are proportional to each other so that the
second-order derivative d2� /dr2 is zero. Hence, the above
equation becomes

�q + �����n2 − 2��n1
2n2 − 4��n2

3� + �1 − �q����1 − ��n1

+ 2��n1n2
2 + 4��n1

3� = −
�

�
�1 + q2��2A1� + 4A2�3�

d�

dr
,

�A5�

where we have used Eq. �A2�. Next, expressing n1 as �r
−n2� /q in the left-hand side of Eq. �A5� and expanding the
powers of r−n2, we may choose q so that the terms linear in
n2 cancel and then set n2=0 in the remaining terms. The
quadratic equation determining q is

q�q + ��� = ��q − 1��1 − �� .

Since this equation has two real roots �one positive and one
negative�, one must choose the root permitting normalization
of the crossover function g, i.e., q as rendered by Eq. �20�,
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which represents the unstable barrier crossing mode. Now,
Eq. �A5� becomes the proper first-order nonlinear ordinary
differential equation

2�q + ����r + 4��q − 1���q−3r3

= − 2��1 + q2��A1� + 2A2�3�
d�

dr
.

On integrating this equation with respect to r with boundary
condition ��r=0�=0, we have

�q + ����r2 + ��q − 1���q−3r4 = − ��1 + q2��A1�2 + A2�4� .

This last equation is a biquadratic equation for �, the physi-
cally meaningful solution of which is �=r, provided that the
coefficients A1 and A2 are given by Eq. �21�. These expres-
sions for �, A1, and A2 completely determine the parameters
of the Kramers crossover function g.

Having determined g, we may now evaluate the escape
rate from Eq. �18�. The well partition function Zi can be
estimated by steepest descents. For V given by Eq. �9�, we
obtain

Zi = 	
0

2 	
0

/2

e−�V��,	� sin �d�d	 �


��1 + ��
. �A6�

According to Brown4 and Geoghegan et al.,28 the well
boundary is parametrized by n1=0, therefore putting dn1=0
in the contour integral �Eq. �18��; and retaining the parabolic
approximation only in the factor e−�V�0,n2�, Eq. �18� becomes
finally


ij
IHD �

��1 + ���1 − �q�
2�0�1 + �2�

C−1	
−�

+�

e−���+A1�n2
2−A2n2

4
dn2,

�A7�

which on account of the identity41

	
0

�

e−az2−bz4
dz =

1

4
�a

b
ea2/�8b�K1/4� a2

8b
� �A8�

yields the flat saddle escape rate �19�.

APPENDIX B: WELL PARTITION FUNCTION
FOR −1���0

Here we derive Eq. �28� for the partition function Zi of a
well i with an almost flat minimum. First, we note that Zi
may be approximated in the low-temperature limit as

Zi = 	
0

2 	
0

/2

e−�V��,	� sin �d�d	

� 	
−�

� 	
−�

�

e−�V�n1,n2�dn1dn2. �B1�

By expanding �V near a minimum, say ��=0,	=0� in terms
of the direction cosines of the magnetization �n1 ,n2 ,n3� and
using n3=�1−n1

2−n2
2�1−2−1�n1

2+n2
2�−8−1�n1

2+n2
2�2, we ob-

tain the following Taylor expansion:

�V��,	� → �V�n1,n2�

� ��1 − �����n1
2 + n2

2� + �����n1
4 + n1

2n2
2 + n2

4� .

�B2�

Now, on using Eq. �B2� and identity �A8�, Eq. �B1� reduces
to

Zi � 2	
−�

+��1 − ��� + ���n2
2

16���
e��1 − ��� + ���n2

2�2/8���

�K1/4���1 − ��� + ���n2
2�2

8��� �e−���1−����n2
2−���n2

4�dn2.

�B3�

Noting that the integrand has a maximum near n2�0, Eq.
�B3� can be further simplified to yield Eq. �28�, which ap-
proximates the well partition function Zi with an error on the
order of 5% for ����1.
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