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Abstract. We consider the natural contraction from the central Haagerup tensor product of a $C^*$-algebra $A$ with itself to the space of completely bounded maps $\text{CB}(A)$ on $A$ and investigate those $A$ where there exists an inverse map with finite norm $L(A)$. We show that a stabilised version $L'(A) = \sup_n L(M_n(A))$ depends only on the primitive ideal space $\text{Prim}(A)$. The dependence is via simplicial complex structures (defined from primal intersections) on finite sets of primitive ideals that contain a Glimm ideal of $A$. Moreover $L'(A) = L(A \otimes \mathcal{K}(H))$, with $\mathcal{K}(H)$ the compact operators, which requires us to develop the theory in the context of $C^*$-algebras that are not necessarily unital.

1. Introduction

In previous work [10] we characterised, via a condition on the ideal structure, those (unital) $C^*$-algebras $A$ where the canonical contraction $\theta_Z$ from the central Haagerup tensor product $A \otimes_{Z,h} A$ to the space $\text{CB}(A)$ of completely bounded maps on $A$ is isometric. This completed earlier work of Somerset [22] which had shown sufficiency of the condition (all Glimm ideals of $A$ should be primal ideals). Further details on previous related work is given in [10].

Our aim here is to study those $A$ for which $\theta_Z$ is injective but not necessarily isometric. We recall that $\theta_Z$ is injective if and only if every Glimm ideal of $A$ is 2-primal (see [22, Corollary 6] and Theorem 3.8 (i) below). We then let $L(A)$ denote the norm of the inverse of $\theta_Z$, a constant associated with $A$ which can be $\infty$ (see Definition 4.1). It turns out that the value of $L(A)$ (or even its finiteness) cannot be determined by the ideal structure of $A$, but a stabilised version $L'(A) = \sup_n L(M_n(A))$ can be determined via the combinatorics of the ideal structure of $A$ (Theorem 6.1). This is perhaps unexpected in view of the equivalences: $\theta_Z$ is isometric $\iff L(A) = 1 \iff$ every Glimm ideal of $A$ is primal $\iff L'(A) = 1$.

In fact $L'(A)$ depends only on the primitive ideal space $\text{Prim}(A)$ (Theorem 6.2). It is tempting to conjecture that $L'(A)$ is $L(A \otimes \mathcal{K}(H))$ (for $\mathcal{K}(H)$ the compact operators on a separable infinite dimensional Hilbert space), and we do indeed prove this in Corollary 6.3. However, it brings us into the realm of non-unital algebras, and we need to develop a suitable notion of a central Haagerup tensor product...
$A \otimes_{ZA} A$ in the non-unital case. We do this in section §3 and work throughout in this generalised context. We remark that a more common approach of passing to the multiplier algebra $M(A)$ works if we express conditions in terms of the ideal structure of $M(A)$ ([10] Corollary 9), but this can be very different to that of $A$ (see [10] Example 12) and Example 3.10 below.

The result about $L'(A)$ being determined via the combinatorial structure of the ideals of $A$ (Theorem 4.1) proceeds by establishing comparisons with combinatorially defined models which we call simplicial-spoke algebras (introduced in Notation 4.6). They have one Glimm ideal $G_\infty$ that fails to be a primal ideal (all other Glimm ideals are in fact primitive ideals) and a finite number of primitive ideals containing $G_\infty$. Aside from this finiteness, the subcollections of the primitive ideals containing $G_\infty$ which have primal intersection can be quite general in these spoke algebras.

We proceed by relating $L(A)$ and $L'(A)$ (for arbitrary $A$) to these constants for simplicial-spoke algebras linked to $A$ (Theorems 5.1 and 6.1).

Due to the abstraction involved in these results, we provide some explicit examples (and inequalities) in §7 including an example where $L(A) < \infty$ but $L'(A) = \infty$. This example arises as a sum of a sequence of examples where $L(A)$ stays bounded, but $L'(A)$ increases to infinity. Our computations lead us to consider seemingly elementary questions about matrix norms, and it may be of independent interest to generalise Proposition 7.3 (for example). We conclude with examples of nilpotent Lie groups $G$ where $L'(C^*(G)) = L(C^*(G)) = \infty$ while $\theta_Z$ is injective for $A = C^*(G)$.

Throughout this work we make fundamental use of the tracial geometric mean and its link with the Haagerup tensor norm (see Lemma 2.1).

We also use the following notation. For $A$ a $C^*$-algebra, Primal($A$) is the set of primal ideals, Min-Primal($A$) the minimal primal ideals and Glimm($A$) the Glimm ideals. Recall that an ideal $I \in \text{Id}(A)$ is called $n$-primal if whenever $J_1, \ldots, J_n \in \text{Id}(A)$ with $J_1 J_2 \cdots J_n = 0$ there is $1 \leq i \leq n$ with $J_i \subseteq I$. An equivalent definition in terms of the topology of $\text{Pr}(A)$ is that $I$ is $n$-primal when $P_1, P_2, \ldots, P_n \in \text{Pr}(A/I)$ implies there exists a net $(P_i)_i$ in $\text{Pr}(A)$ converging to all of $P_1, P_2, \ldots, P_n$. To say $I \in \text{Pr}(A)$ means that $I$ is $n$-primal for each $n \geq 2$. Recall that for a (not necessarily unital) $C^*$-algebra $A$, a Glimm ideal is the kernel of an equivalence class in $\text{Pr}(A)$, where $P, P' \in \text{Pr}(A)$ are defined to be equivalent if $f(P) = f(P')$ for each $f \in C^0(\text{Pr}(A))$. We equip Glimm($A$) with the completely regular topology, so that it is the complete regularisation of $\text{Pr}(A)$. We shall frequently use the well known fact that there is a homeomorphism $\text{Pr}(A) \rightarrow \text{Pr}(A \otimes M_n)$ (respectively $\text{Pr}(A) \rightarrow \text{Pr}(A \otimes K(H))$), given by $P \mapsto P \otimes M_n$ (resp. $P \mapsto P \otimes K(H)$). For the case of $A \otimes M_n$, this is elementary, and in the case of $A \otimes K(H)$ it follows easily from (for example) [17] Theorems 5 and 6) and the exactness of $K(H)$. It is also elementary that the Glimm ideals of $A \otimes M_n = M_n(A)$ are those of the form $G \otimes M_n$ where $G \in \text{Glimm}(A)$, and a similar remark applies to primal ideals.

We denote by $S(A)$ the states of $A$, $P(A)$ the pure states and $F_f(A)$ the finite type I factorial states. Recall that $P_f(A)$ can be described [11] as those $\phi \in S(A)$ where the GNS representation $\pi_\phi: A \rightarrow \mathcal{B}(H_{\pi_\phi})$ has commutant $\pi_\phi(A)'$ a factor of finite type I. Equivalently $\phi$ is a convex combination $\sum_{i=1}^n t_i \psi_i$ where $\psi_i \in P(A)$ $(1 \leq i \leq n)$ are equivalent pure states of $A$.
For a tensor \( u = \sum_{j=1}^{\ell} a_j \otimes b_j \) we use the (variation on standard) notation \( u = a \otimes b \), where \( a = [a_1, a_2, \ldots, a_\ell] \) is a row matrix and \( b = [b_1, b_2, \ldots, b_\ell]^t \) is a column.

2. Fundamental techniques

In this section we collect a small number of results for use later on. We will frequently use a consequence of [23, Coroll. 2.3] and Haagerup’s theorem [3, 5.4.7]. Before stating it, we need some more notation.

When \( X, Y \) are positive semidefinite \( \ell \times \ell \) matrices (over \( \mathbb{C} \)) we use \( \text{tgm}(X, Y) \) for the trace of \((\sqrt{XY})^{1/2}\), a quantity called the ‘tracial geometric mean’ in [23].

For \( u = a \otimes b \in A \otimes A \) and \( \phi \in S(A) \) we let \( Q(b, \phi) \) be the positive semidefinite \( \ell \times \ell \) matrix defined by

\[
Q(b, \phi) = (\phi(b_i^* b_j))_{i,j=1}^\ell.
\]

Similarly \( Q(a^*, \phi) = (\phi(a_i a_j^*))_{i,j=1}^\ell \).

**Lemma 2.1.** Let \( A \) be a \( C^* \)-algebra and \( u = \sum_{j=1}^{\ell} a_j \otimes b_j \in A \otimes A \). Then

\[
\|u\|_h = \text{sup} \{ \text{tgm}(Q(a^*, \phi_1), Q(b, \phi_2)) : \phi_1, \phi_2 \in \text{co}(P(A)) \},
\]

where \( \text{co}(P(A)) \) means the convex hull of \( P(A) \).

*Proof.* By separate homogeneity (of order 1/2) of \( \text{tgm} \) in each variable, we can replace \( \text{co}(P(A)) \) by \( \text{co}(P(A) \cup \{0\}) \) without changing the supremum above. By the Krein–Milman theorem, we can further replace \( \text{co}(P(A) \cup \{0\}) \) by the quasi-state space \( E(A) = \{ t \phi : \phi \in S(A), 0 \leq t \leq 1 \} \) without affecting the supremum in \( (2.1) \). We rely here, and elsewhere, on the joint weak*-continuity of the expression \( \text{tgm}(Q(a^*, \phi_1), Q(b, \phi_2)) \) for \( \phi_1, \phi_2 \in E(A) \) and \( a, b \). This continuity is evident from the continuity of the square root of a positive semidefinite matrix.

Consider a faithful embedding \( A \subset B(H) \) for some \( H \). By injectivity we can compute the norm \( \|u\|_h \in B(H) \otimes_h B(H) \), where it is the same as the norm of the elementary operator \( \theta(u) \) on \( K(H) \) given by \( x \mapsto \sum_{j=1}^{\ell} a_j x b_j \) (Haagerup’s theorem). By [23, Coroll. 2.3], the completely bounded norm of the elementary operator is

\[
\|u\|_h = \|\theta(u)\|_{cb} = \text{sup} \{ \text{tgm}(Q(a^*, \phi_1), Q(b, \phi_2)) : \phi_1, \phi_2 \in \mathcal{F}_f(K(H)) \},
\]

where it is to be understood that \( \phi_1 \) and \( \phi_2 \) are extended (uniquely) to states of the multiplier algebra \( M(K(H)) = B(H) \). Thus \( \phi_1 \) and \( \phi_2 \) are convex combinations of vector states of \( B(H) \). Since such states are weak*-dense in \( S(B(H)) \) (by [16, 3.4.1]),

\[
\text{we can replace } \mathcal{F}_f(K(H)) \text{ by } S(B(H)) \text{ in this formula. By the separate homogeneity, we can further replace } S(B(H)) \text{ by } E(B(H)).
\]

Restricting \( \phi_1, \phi_2 \in E(B(H)) \) to \( A \) we get quasi-states of \( A \). So \( \|u\|_h \) is at least the supremum in \( (2.1) \). All elements of \( E(A) \) are restrictions of elements of \( E(B(H)) \), we have the opposite inequality also.

The following argument is similar to one in the proof of \((1) \Rightarrow (2) \) in [5, Th. 3.3]. In the course of the proof we will be considering the open map \( \beta : P(A) \to \hat{A} \) given by \( \beta(\psi) = \pi_\psi \) (the equivalence class of the GNS representation associated to \( \psi \)). Recall that states \( \phi \in \mathcal{F}_f(A) \) are convex combinations \( \sum_{i=1}^n t_i \psi_i \) where \( \psi_i \in P(A) \) and \( \beta(\psi_i) \) is constant \((1 \leq i \leq n)\). The assignment \( \beta(\phi) = \beta(\psi_1) \) gives a well-defined map \( \hat{\beta} : \mathcal{F}_f(A) \to \hat{A} \) (see [11, p. 134]).
Lemma 2.2. Let $A$ be a $C^*$-algebra and $Q$ a primal ideal of $A$. Given any two states $\phi_1, \phi_2 \in S(A/Q)$, there are commonly indexed nets $(\phi_{1,\alpha})_{\alpha}$ and $(\phi_{2,\alpha})_{\alpha}$ in the finite type I factorial states $\mathbb{F}_f(A)$ of $A$ with the properties

(i) $\lim_\alpha \phi_{1,\alpha} = \phi_1$ (i = 1, 2),

(ii) $\beta(\phi_{1,\alpha}) = \beta(\phi_{2,\alpha})$ for all $\alpha$.

Moreover, if $\phi_1, \phi_2 \in P(A/Q)$, we can take all $\phi_{1,\alpha} \in P(A)$.

Proof. We choose the index set for the nets to be a weak*-neighbourhood base $U$ of open convex neighbourhoods of the origin in $A^*$ (ordered by reverse inclusion). For each $U \in U$ choose finite convex combinations $\psi_{i,U} = \sum_{k=1}^{N_U} t_{i,k} \psi_{k} \in \phi_i + U/2$, where $t_{i,k} \in [0, 1]$, $\sum_{k=1}^{N_U} t_{i,k} = 1$, $\psi_{k} \in P(A/Q)$ for $1 \leq k \leq N_U$ and $i = 1, 2$.

By primality of $Q$, the $2N_U$ open sets $\beta(P(A) \cap (\psi_{i,U} + U/2))$ must have non-empty intersection. Choose $\pi_U \in A$ in this intersection. Then, for $1 \leq k \leq N_U$ and $i = 1, 2$, there exist $\psi_{k} \in P(A)$ with $\psi_{k} - \psi_{i,U} \in U/2$ and $\beta(\psi_{k}) = \pi_U$. Take $\phi_{i,\alpha} = \phi_{i,U} = \sum_{k=1}^{N_U} t_{i,k} \psi_{k} \in \phi_i + U$ to get the desired nets.

If we start with pure states $\phi_1, \phi_2 \in P(A/Q)$, there is no need for convex combinations and the argument becomes simpler. ∎

Note that by [11], Proposition 2.1, condition (ii) above is equivalent to $(\phi_{1,\alpha} + \phi_{2,\alpha})/2 \in P(A)$.

Lemma 2.3. Let $X$ and $Y$ be operator spaces and $\phi : X \to Y$ be a complete contraction. Then $\phi^{(n)} \otimes \phi^{(n)} : M_n(X) \otimes_h M_n(X) \to M_n(Y) \otimes_h M_n(Y)$ is contractive for each $n \geq 1$.

Proof. The norm of a tensor $u \in M_n(X) \otimes_h M_n(X)$ is the infimum of $\|a\|_b$ over all representations $u = \sum_{j=1}^{\ell} a_j \otimes b_j$, where $\|a\|$ means the norm of the row $[a_1, a_2, \ldots, a_\ell] \in M_{1,\ell}(M_n(X)) \subseteq M_{n,\ell}(X)$ and $\|b\|$ means the norm of the column $[b_1, b_2, \ldots, b_\ell]^t$. (See, for example, [19], p. 240.) Applying $\phi^{(n)}$ to each $a_j, b_j$ gives a representation of $(\phi^{(n)} \otimes \phi^{(n)})(u) \in M_n(Y) \otimes M_n(Y)$. Since $\phi^{(n)}$ is a complete contraction, $\|(\phi^{(n)} \otimes \phi^{(n)})(u)\|_{\text{h}} \leq \|a\|_b$. ∎

Here is a generalisation of [10] Lemma 5, with a more succinct proof.

Lemma 2.4. Let $b_j$ (1 ≤ $j$ ≤ $N$) be orthogonal, positive elements of norm one in a $C^*$-algebra $A$ (that is, $b_j \geq 0$, $\|b_j\| = 1$ and $b_j b_k = 0$ for $j \neq k$, 1 ≤ $j, k$ ≤ $N$) and let $X$ denote their linear span. Let $d_j$ (1 ≤ $j$ ≤ $N$) be orthogonal positive elements of a $C^*$-algebra $B$ and let $Y$ denote their linear span. Assume $\|d_j\| \leq 1$ for 1 ≤ $j$ ≤ $N$.

We can define a linear map $\phi : X \to Y$ by $\phi(b_j) = d_j$, and it has the following properties:

(i) $\|\phi\| \leq 1$.

(ii) The map $\phi^{(n)} \otimes \phi^{(n)} : M_n(X) \otimes_h M_n(X) \to M_n(Y) \otimes_h M_n(Y)$ (with Haagerup tensor norms in each case) has norm at most one.

(iii) If $\|d_j\| = 1$ for each $j$, then $\phi^{(n)} \otimes \phi^{(n)}$ is an isometry between $M_n(X) \otimes_h M_n(X)$ and $M_n(Y) \otimes_h M_n(Y)$.

Proof. The fact that $\phi$ is contractive is proved in [10] Lemma 5. As $\phi$ has range in the commutative $C^*$-algebra generated by $d_1, d_2, \ldots, d_N$, it must be completely contractive ([19], p. 107]). By Lemma 2.3 we deduce $\|\phi^{(n)} \otimes \phi^{(n)}\| \leq 1$. 

To get the last statement, we can apply the same arguments to the inverse map from the span of $d_1,d_2,\ldots,d_N$ to the commutative $C^*$-algebra generated by $b_1,b_2,\ldots,b_N$.

\section{The non-unital central Haagerup tensor product}

In this section we extend the theory of the central Haagerup tensor product to cover the case when the algebra need not be unital. This is desirable for two reasons: first because there are interesting non-unital examples such as $C^*$-algebras from non-discrete groups, and second because we shall soon wish to consider the stabilization $A \otimes K(H)$ of a $C^*$-algebra $A$. Let $A$ be a (possibly non-unital) $C^*$-algebra.

Definition 3.1. Let $J_A$ be the closure in $A \otimes_h A$ of the linear span of the elements of the form $azb - a \otimes zb$ with $a,b \in A$, $z \in Z(M(A))$, the centre of the multiplier algebra $M(A)$. (In fact $J_A$ is an ideal.)

We define $A \otimes_{Z,h} A$ to be the quotient $(A \otimes_h A)/J_A$, and we denote the quotient norm by $\| \cdot \|_{Z,h}$.

Note that this agrees with the usual definition of $A \otimes_{Z,h} A$ when $A$ is unital (in which case $M(A) = A$).

Notation 3.2. We recall that the map $\theta: A \otimes A \to \text{CB}(A)$ given by

$$\theta \left( \sum_{j=1}^\ell a_j \otimes b_j \right) (x) = \sum_{j=1}^\ell a_j x b_j$$

is contractive in the Haagerup tensor norm ($\|\theta(u)\|_{\text{ch}} \leq \|u\|_h$). Hence it extends to a contraction on the completed tensor product $\theta: A \otimes_h A \to \text{CB}(A)$, and it is evident that $\theta(J_A) = 0$. Thus the map $\theta$ induces a contraction $\theta_Z: A \otimes_{Z,h} A \to \text{CB}(A)$, where $\theta_Z(u + J_A) = \theta(u)$ for $u \in A \otimes_h A$, and $\|\theta_Z(u + J_A)\|_{\text{ch}} \leq \|u + J_A\|_{Z,h}$. For convenience we will frequently write $\theta_Z(u)$ and $\|u\|_{Z,h}$ where it is to be understood that $u$ should be replaced by the coset $u + J_A$.

Lemma 3.3. For each $G \in \text{Glimm}(A)$, $A \otimes_h G + G \otimes_h A \supseteq J_A$.

Proof. Let $G \in \text{Glimm}(A)$. In the proof of [10] Lemma 10, elaborating an argument from [3] p. 88, it is shown that there is a maximal ideal $J$ of $Z(M(A))$ such that $JA \subseteq G$. Let $\phi_J: Z(M(A)) \to \mathbb{C}$ be the multiplicative linear functional with kernel $J$, and let $z \in Z(M(A))$. Then $z - \phi_J(z)1 \in J$, and so for $a,b \in A$ we have

$$az \otimes b - a \otimes zb = (az - \phi_J(z)a) \otimes b - a \otimes (zb - \phi_J(z)b) = ((z - \phi_J(z)1)a) \otimes b - a \otimes ((z - \phi_J(z)1)b) \in A \otimes_h G + G \otimes_h A.$$

As $A \otimes_h G + G \otimes_h A$ is a closed ideal in $A \otimes_h A$ (by [1] Corollary 2.6), the result follows. 

The following lemma is presumably well known, but we have been unable to locate a reference.

Lemma 3.4. Let $T$ be a completely regular (Hausdorff) space, $Y \subseteq X$ a compact subset and $N_1,N_2,\ldots,N_m$ a finite open cover of $Y$. Then there exist $\mathbb{R}$-valued continuous functions $f_1,\ldots,f_m,f_{m+1}$ on $T$ with $0 \leq f_j \leq 1$ ($1 \leq j \leq m+1$), $f_j$ vanishes outside $N_j$ ($1 \leq j \leq m$), $\sum_{j=1}^m f_j = 1$ on $Y$ and $f_{m+1} = 1 - \sum_{j=1}^m f_j$. \hfill $\square$
Proof. As $T$ is a completely regular (Hausdorff) space there is a compact Hausdorff space $T'$ that contains it. There are open $N'_j \subseteq T'$ so that $N'_j \cap T = N_j$. As $\{N'_j : 1 \leq j \leq m\} \cup \{T' \setminus Y\}$ is an open cover of $T'$, there are continuous functions $f'_j : T' \to \mathbb{R}$ ($1 \leq j \leq m + 1$) with $\sum_{j=1}^{m+1} f'_j = 1$, $0 \leq f'_j \leq 1$ ($1 \leq j \leq m + 1$), $f'_j$ vanishes outside $N'_j$ and $f_{m+1}$ vanishes on $Y$. Let $f_j$ be the restriction of $f'_j$ to $T$.

The next result is a direct generalisation of [22, Theorem 1] to include the non-unital case. Recall that from [11, Corollary 2.6], for $I$ an ideal in $A$, the quotient $(A \otimes_h A)/(A \otimes_h I + I \otimes_h A)$ is isometrically isomorphic to $(A/I) \otimes_h (A/I)$. For $u \in A \otimes_h A$ we let $u^\ell$ denote the image of $u$ in the quotient.

**Theorem 3.5.** Let $A$ be a $C^*$-algebra and let $u \in A \otimes_h A$. Then

$$
\|u\|_{Z,h} = \sup\{\|u^G\|_h : G \in \text{Glimm}(A)\}.
$$

Hence $J_A = \cap\{A \otimes_h G + G \otimes_h A : G \in \text{Glimm}(A)\}$.

Proof. It is enough to prove equality when $u$ has the form $u = \sum_{i=1}^\ell a_i \otimes b_i$ ($a_i, b_i \in A$). Let $\alpha = \sup\{\|u^G\|_h : G \in \text{Glimm}(A)\}$. From Lemma 3.3 it is clear that $\|u\|_{Z,h} \geq \alpha$. Suppose $\varepsilon > 0$ is given. Set

$$
X = \left\{ P \in \text{Prim}(A) : \left\| \sum_{i=1}^\ell (a_i a_i^* + P) \right\| \geq \varepsilon / 2 \right\}
$$

$$
\cup \left\{ P \in \text{Prim}(A) : \left\| \sum_{i=1}^\ell (b_i^* b_i + P) \right\| \geq \varepsilon / 2 \right\}.
$$

Then $X$ is compact, being a union of two compact sets (by [16, 3.3.7]). Let $Y = \phi_A(X)$, where $\phi_A : \text{Prim}(A) \to \text{Glimm}(A)$ is the complete regularisation map. Then $Y$ is a compact subset of $\text{Glimm}(A)$.

For each $G \in Y$ there exists by [13, Lemma 2.3] an invertible $\ell \times \ell$ matrix $S$ such that if $(a'_i) = (a_i)S^{-1}$ and $(b'_i) = S(b_i)$, then

$$
\left\| \sum_{i=1}^\ell (a'_i a_i^* + G) \right\|, \left\| \sum_{i=1}^\ell (b'_i^* b_i + G) \right\| < \alpha + \varepsilon / 2.
$$

For $x \in A$, the norm function $G \mapsto \|x + G\|$ is upper semicontinuous on $\text{Glimm}(A)$ (see the first paragraph of the proof of [23, Theorem 3.1] or [14, Corollary 1.9] for the general, non-unital, case). By this upper semicontinuity there is a neighbourhood $N$ of $G$ such that

$$
\left\| \sum_{i=1}^\ell (a'_i a_i^* + G') \right\|, \left\| \sum_{i=1}^\ell (b'_i^* b_i + G') \right\| < \alpha + \varepsilon / 2
$$

for all $G' \in N$. Thus by compactness of $Y$ there exist open subsets $\{N_j\}_{j=1}^m$ of $\text{Glimm}(A)$ and invertible $\ell \times \ell$ matrices $\{S_j\}_{j=1}^m$ such that the $N_j$ cover $Y$, and if $G \in N_j$, then

$$
\left\| \sum_{i=1}^\ell (a'_i a_i^* + G) \right\|, \left\| \sum_{i=1}^\ell (b'_i^* b_i + G) \right\| < \alpha + \varepsilon / 2,
$$

where $(a'_i) = (a_i)S_j^{-1}$ and $(b'_i) = S_j(b_i)$. 


As Glimm(A) is a completely regular (Hausdorff) space, we can apply Lemma 3.3 to find continuous $f_j : \text{Glimm}(A) \to \mathbb{R}$ ($1 \leq j \leq m + 1$) with $0 \leq f_j \leq 1$ ($1 \leq j \leq m + 1$), $f_j$ vanishes outside $N_j$ ($1 \leq j \leq m$), $\sum_{j=1}^{m} f_j = 1$ on $Y$ and $f_{m+1} = 1 - \sum_{j=1}^{m} f_j$. Let $z_1, \ldots, z_{m+1}$ be the elements of $Z(M(A))$ corresponding to $f_1, \ldots, f_{m+1}$ under the Dauns-Hofmann Theorem ([15], or see for instance [20, §A.3]). Then for $x \in A$ and $P \in \text{Prim}(A)$ we have $z_j a + P = f_j(\phi_A(P)) a + P$ ($1 \leq j \leq m + 1$). For $x \in A$ and $G \in \text{Glimm}(A)$ we have $z_j a + G = f_j(G) a + G$ ($1 \leq j \leq m + 1$) since $z_j a - f_j(G) a$ belongs to all $P \in \text{Prim}(A)$ with $P \supseteq G$.

Set
\[ v = \sum_{j=1}^{m} \sum_{i=1}^{\ell} a_j^i z_j^{1/2} \otimes z_j^{1/2} b_i^j \quad \text{and} \quad w = \sum_{i=1}^{m} a_i z_{m+1} \otimes z_{m+1} b_i. \]

Then for $G \in \text{Glimm}(A)$
\[ \left\| \sum_{j=1}^{m} \sum_{i=1}^{\ell} (z_j a_j^i a_j^i + G) \right\| = \left\| \sum_{j=1}^{m} f_j(G) \sum_{i=1}^{\ell} (a_j^i a_j^i + G) \right\| < \alpha + \frac{\varepsilon}{2}, \]
and similarly for $G' \in \text{Glimm}(A)$,
\[ \left\| \sum_{j=1}^{m} \sum_{i=1}^{\ell} (z_j b_j^i b_j^i + G') \right\| < \alpha + \frac{\varepsilon}{2}. \]

Hence
\[ \|v\|_h \leq \left\| \sum_{j=1}^{m} \sum_{i=1}^{\ell} z_j a_j^i a_j^i \right\|^{1/2} \left\| \sum_{j=1}^{m} \sum_{i=1}^{\ell} z_j b_j^i b_j^i \right\|^{1/2} < \alpha + \frac{\varepsilon}{2}, \]
(since $\bigcap \{G : G \in \text{Glimm}(A)\} = \{0\}$).

Furthermore, for $P \in \text{Prim}(A)$
\[ \left\| \sum_{i=1}^{\ell} (z_{m+1} a_i a_i^* + P) \right\| = f_{m+1}(\phi_A(P)) \left\| \sum_{i=1}^{\ell} (a_i a_i^* + P) \right\| < \frac{\varepsilon}{2}, \]
since $f_{m+1}$ is supported in $\text{Glimm}(A) \setminus Y$.

Similarly for $P \in \text{Prim}(A)$,
\[ \left\| \sum_{i=1}^{\ell} (z_{m+1} b_i^* b_i + P) \right\| < \frac{\varepsilon}{2}. \]

Hence
\[ \|w\|_h \leq \left\| \sum_{i=1}^{\ell} z_{m+1} a_i a_i^* \right\|^{1/2} \left\| \sum_{i=1}^{\ell} z_{m+1} b_i^* b_i \right\|^{1/2} < \frac{\varepsilon}{2}. \]

Finally we show that $u - (v + w) \in J_A$. For this it is convenient to work inside $M(A) \otimes_h M(A)$ using the natural isometric isomorphism $A \otimes_h A \to M(A) \otimes_h M(A)$. 
Then
\[ u - (v + w) = u - \sum_{j=1}^{m} u(z_j^{1/2} \otimes z_j^{1/2}) - u(z_{m+1}^{1/2} \otimes z_{m+1}^{1/2}) \]
\[ = u \left( 1 - \sum_{j=1}^{m+1} z_j^{1/2} \otimes z_j^{1/2} \right) \]
\[ = u \left( \sum_{j=1}^{m+1} (z_j^{1/2} \otimes 1)(z_j^{1/2} \otimes 1 - 1 \otimes z_j^{1/2}) \right). \]

But \( u(z_j^{1/2} \otimes 1 - 1 \otimes z_j^{1/2}) \in J_A \) for all \( j \), so \( u - (v + w) \in J_A \).

Hence \( \|u\|_{Z,h} \leq \|v + w\|_h < \alpha + \varepsilon \), as required.

A fact that we will often use is stated here for easy reference and can be found in [3] 5.3.12, 5.4.10.

**Proposition 3.6.** For \( A \) a C*-algebra and \( u \in A \otimes A \), \( \|\theta(u)\|_{cb} = \sup\{\|u^P\|_h : P \in \text{Prim}(A)\} \).

The next result is proved in [22] Proposition 3, but we give a rather different proof by using Lemma 2.1

**Proposition 3.7.** Let \( A \) be a C*-algebra and let \( u \in A \otimes_h A \). Then
\[ \|\theta(u)\|_{cb} = \sup\{\|u^Q\|_h : Q \in \text{Primal}(A)\} \]
\[ = \sup\{\|u^Q\|_h : Q \in \text{Min-Primal}(A)\}. \]

**Proof.** Since \( \theta_Z \) is contractive, and so are the canonical maps \( A \otimes_h A \to (A/Q) \otimes_h (A/Q) \), it is sufficient to prove the result when \( u = \sum_{j=1}^{\ell} a_j \otimes b_j \in A \otimes A \).

Since \( \text{Prim}(A) \subseteq \text{Primal}(A) \), we get an inequality from Proposition 5.6

By Lemma 2.1 if \( Q \in \text{Primal}(A) \) and \( \varepsilon > 0 \), then there exist \( \phi_1, \phi_2 \in \text{co}(\mathbb{P}(A/Q)) \) with
\[ \text{tg}m(Q(a^*, \phi_1), Q(b, \phi_2)) \geq \|u^Q\|_h - \varepsilon. \]

By Lemma 2.2 there are nets \((\phi_{1,\alpha})_\alpha\) and \((\phi_{2,\alpha})_\alpha\) in \( \mathbb{F}(A) \) satisfying \( \tilde{\phi}(\phi_{1,\alpha}) = \tilde{\phi}(\phi_{2,\alpha}) \) (all \( \alpha \)) and \( \lim_{\alpha} \phi_{1,\alpha} = \phi_i \) (i = 1, 2). For each \( \alpha \), let \( P_\alpha = \ker \tilde{\phi}(\phi_{1,\alpha}) \) and then \( \phi_{1,\alpha}, \phi_{2,\alpha} \in \text{co}(\mathbb{P}(A/P_\alpha)) \). So, by Lemma 2.1 and Proposition 5.6
\[ \text{tg}m(Q(a^*, \phi_{1,\alpha}), Q(b, \phi_{2,\alpha})) \leq \|u^{P_\alpha}\|_h \leq \|\theta(u)\|_{cb}. \]

Taking limits we get \( \|u^Q\|_h - \varepsilon \leq \|\theta(u)\|_{cb} \). This establishes the first equality.

The second follows because each primal ideal contains a minimal primal and \( \|u^Q\|_h \) increases as \( Q \) decreases. \( \square \)

The following generalises [10] Theorem 8 and [22] Theorem 4, Corollary 6 (ii).

**Theorem 3.8.** Let \( A \) be a C*-algebra and \( \theta_Z : A \otimes_h A \to \text{CB}(A) \) the linear contraction given by \( \theta_Z(a \otimes b + J_A)(x) = axb. \) Then

(i) \( \theta_Z \) is injective if and only if each \( G \in \text{Glimm}(A) \) is a 2-primal ideal of \( A \).

(ii) \( \theta_Z \) is an isometry if and only if each \( G \in \text{Glimm}(A) \) is a primal ideal of \( A \).

**Proof.** (i) This can be shown as in [22] Corollary 6] using Theorem 3.3 in place of [22] Theorem 1].
(ii) If each Glimm ideal of \( A \) is primal, then we can see that \( \theta_Z \) is isometric by Theorem 3.5 and Proposition 3.7 (See [22, Theorem 4] for the unital case.)

The converse follows as in [10, Theorem 17], using Theorem 3.5 in place of [22, Theorem 1]. □

The family of \( C^* \)-algebras for which every Glimm ideal is primal includes the following: von Neumann algebras [5, Proposition 4.3], quotients of \( AW^* \)-algebras [21, Lemma 2.8], prime \( C^* \)-algebras, and the \( C^* \)-algebras of amenable discrete groups [18]. Let \( G \) be a simply connected nilpotent Lie group, \( g \) the Lie algebra of \( G \) and \( z \) the centre of \( g \). Then every Glimm ideal of \( C^*(G) \) is primal if the maximal coadjoint orbit dimension in \( g^* \) equals \( \dim(g/z) \). Moreover, the converse holds in the case where \( G \) is 2-step nilpotent [6]. Thus, for example, every Glimm ideal is primal in the case where \( G \) is the continuous Heisenberg group and also in the case \( G = W_n \) (\( n \) even) where \( W_n \) is the “universal” simply connected, two-step nilpotent Lie group studied in [8, Section 2]. Up to topological isomorphism, there are 24 simply connected, nilpotent Lie groups of dimension 6 (excluding those which are direct products of lower dimensional groups). Of these, 21 have a group \( C^* \)-algebra for which every Glimm ideal is primal [8, p. 292].

We note briefly that the main result of [10, Section 4] also extends to the non-unital case.

**Theorem 3.9.** Let \( A \) be a \( C^* \)-algebra. Fix \( \ell \geq 1 \). Then

\[
\|\theta_Z(u)\|_{cb} = \|u\|_{Z,h}
\]

holds for each \( u = \sum_{j=1}^{\ell} a_j \otimes b_j \in A \otimes A \) if and only if every Glimm ideal in \( A \) is \((\ell^2 + 1)\)-primal.

**Proof.** The proof of sufficiency of the condition that every Glimm ideal in \( A \) is \((\ell^2 + 1)\)-primal is as in [10, Proposition 14], using Theorem 3.5 in place of [22, Theorem 1].

The proof of the converse is as in [10, Theorem 17]. In the course of proving Theorem 5.1 below, we will generalise the main ideas of the proof of [10, Theorem 17]. □

**Example 3.10.** In [10, Example 12] an example is given of a \( C^* \)-algebra \( A \) where each Glimm ideal of \( A \) is primal but there is a Glimm ideal in \( M(A) \) that is not 2-primal. In this case the map \( \theta_Z : A \otimes_{Z,h} A \to \text{CB}(A) \) is isometric (by Theorem 3.8 (ii)) but the linear contraction \( \Theta_Z : M(A) \otimes_{Z,h} M(A) \to \text{CB}(A) \) given by

\[
\Theta_Z(c \otimes d + J_{M(A)})(x) = cxd
\]

is not even injective (by Theorem 3.8 (i)).

4. **The constants \( L(A) \) and \( L'(A) \) and basic properties**

In this section we define the constants \( L(A) \) and \( L'(A) \) associated to a \( C^* \)-algebra \( A \) and we construct combinatorially defined models called simplicial-spoke \( C^* \)-algebras which will be useful for determining \( L'(A) \) for general \( C^* \)-algebras in later sections. We also give some basic results for later use.
**Definition 4.1.** For a (unitary or non-unitary) C*-algebra $A$, define

$$L(A) = \inf \{ C > 0 : \|u\|_{Z,h} \leq C\|\theta_Z(u)\|_{cb} \forall u \in A \otimes A \},$$

where $\theta_Z : A \otimes_{Z,h} A \to CB(A)$ is the canonical map introduced in Notation 3.2.

We define

$$L'(A) = \sup_{n \geq 1} L(M_n(A)).$$

**Remark 4.2.** By a density argument, we could equally define $L(A) = \inf \{ C > 0 : \|u\|_{Z,h} \leq C\|\theta_Z(u)\|_{cb} \forall u \in A \otimes_{Z,h} A \}$ (using the completion). It follows that if $A$ has a Glimm ideal that is not 2-primal (so that $\theta_Z$ is not injective by Theorem 3.8), then $L(A) = \infty$. If $L(A) < \infty$, then $\theta_Z$ is an isomorphism onto its range, and by completeness of $A \otimes_{Z,h} A$, the range of $\theta_Z$ is closed. Conversely if $\theta_Z$ is injective and has closed range, then $L(A) < \infty$ (by the open mapping theorem).

If all Glimm ideals of $A$ are primal, then we know $L(A) = L'(A) = 1$ by Theorem 3.8 (ii) (and remarks in the Introduction concerning Glimm($M_n(A)$) and Prim($M_n(A)$)).

**Proposition 4.3.** Let $A$ be a C*-algebra. Then $L(M_n(A)) \leq L(M_{n+1}(A))$ for $n \geq 1$.

**Proof.** There is a *-algebra embedding $j_n : M_n(A) \to M_{n+1}(A)$ adding a row and column of zeros to $x \in M_n(A)$ to get $j_n(x) \in M_{n+1}(A)$. Moreover for $u \in M_n(A) \otimes M_n(A)$, $I$ any ideal of $A$, and $q_I : A \to A/I$ the quotient map, $(q_I)^{(n)} : M_n(A) = A \otimes M_n \to A/I \otimes M_n = M_n(A/I) = M_n(A)/M_n(I)$ is also a quotient and $j_n \circ (q_I)^{(n)} = (q_I)^{(n+1)} \circ j_n$.

It follows that for $u \in M_n(A) \otimes M_n(A)$, if we let $v = (j_n \otimes j_n)(u) \in M_{n+1}(A) \otimes M_{n+1}(A)$, then for each ideal $I$ of $A$ we have $\|u^{M_n(I)}\|_h = \|v^{M_{n+1}(I)}\|_h$. Hence

$$\|u\|_{Z,h} = \sup_{\theta_Z(u)_{cb}} \|v\|_{Z,h} : G \in \text{Glimm}(A)$$
$$= \sup_{\theta_Z(u)_{cb}} \|v\|_{Z,h} : G \in \text{Glimm}(A)$$
$$= \|v\|_{Z,h},$$

$$\|\theta_Z(u)\|_{cb} = \sup_{\theta_Z(u)_{cb}} \|v\|_{cb} : P \in \text{Prim}(A)$$
$$= \sup_{\theta_Z(u)_{cb}} \|v\|_{cb} : P \in \text{Prim}(A)$$
$$= \|\theta_Z(u)\|_{cb},$$

and it follows that $L(M_n(A)) \leq L(M_{n+1}(A))$. \hfill \Box

**Proposition 4.4.** Let $A$ and $B$ be C*-algebras. Then

$$L(A \oplus B) = \max(L(A), L(B))$$

(interpreted in $[1, \infty)$). Moreover $L'(A \oplus B) = \max(L(A), L'(B))$.

**Proof.** Let $q_A : A \oplus B \to A$ and $q_B : B \to A \oplus B$ be the coordinate projections. The irreducible representations of $A \oplus B$ are those of the form $\pi \circ q_A$ or $\sigma \circ q_B$ with $\pi$ an irreducible representation of $A$ and $\sigma$ an irreducible representation of $B$. Hence the primitive ideals of $A \oplus B$ are those of the form $P \oplus B$ and $A \oplus Q$ where $P \in \text{Prim}(A)$, $Q \in \text{Prim}(B)$. As $A$ and $B$ are ideals of $A \oplus B$, $\text{Prim}(A \oplus B)$ is topologically the disjoint union of $\text{Prim}(A)$ and $\text{Prim}(B)$.

It follows that the complete regularisation $\text{Glimm}(A \oplus B)$ is the disjoint union $\text{Glimm}(A) \cup \text{Glimm}(B)$. In terms of ideals, $\text{Glimm}(A \oplus B) = \{G \oplus B : G \in \text{Glimm}(A)\} \cup \{A \oplus H : H \in \text{Glimm}(B)\}$. 

Let $u = \sum_{i=1}^{\ell} (a_i, b_i) \otimes (c_i, d_i) \in (A \oplus B) \otimes (A \oplus B)$, where $a_i, c_i \in A$ and $b_i, d_i \in B$ $(1 \leq i \leq n)$. Let $u_A = \sum_{i=1}^{\ell} a_i \otimes c_i = (q_A \otimes q_A)(u)$ and $u_B = \sum_{i=1}^{\ell} b_i \otimes d_i$. We first establish

\begin{equation}
\|u\|_{Z,h} = \max(\|u_A\|_{Z,h}, \|u_B\|_{Z,h})
\end{equation}

and

\begin{equation}
\|\theta(u)\|_{cb} = \max(\|\theta_A(u_A)\|_{cb}, \|\theta_B(u_B)\|_{cb})
\end{equation}

(where $\theta_A : A \otimes A \to CB(A)$ is the usual map taking values in elementary operators on $A$, and $\theta_B$, $\theta = \theta_{A \oplus B}$ are similarly defined).

Suppose $G \in \text{Glimm}(A)$. Then $A/G$ is canonically isomorphic to $(A \oplus B)/(G \oplus B)$, and we deduce $\|u(G \oplus B)\|_h = \|u_A(G)\|_h$. Similarly we can verify $\|u(A \otimes H)\|_h = \|(u_B)(H)\|_h$. Then (4.1) follows from Theorem 3.5.

On the other hand, replacing $G$ and $H$ in the above arguments by $P \in \text{Prim}(A)$ and $Q \in \text{Prim}(B)$ respectively, we obtain $\|u(P \oplus B)\|_h = \|(u_A)(P)\|_h$ and $\|u(A \otimes Q)\|_h = \|(u_B)(Q)\|_h$. From this, (4.2) follows from Proposition 3.6.

Now let $0 < L < L(A)$. Then there exists $w \in A \otimes A$ with

$$\|\theta_A(w)\|_{cb} < \frac{1}{L} \|w\|_{Z,h}.$$ 

Clearly there is $u \in (A \oplus B) \otimes (A \oplus B)$ such that $u_A = u$ and $u_B = 0$. Then using (4.1) and (4.2), we have $\|\theta(u)\|_{cb} < \frac{1}{L} \|u\|_{Z,h}$. Thus $L(A \oplus B) \geq L(A)$, and similarly $L(A \oplus B) \geq L(B)$.

Now suppose $L(A)$ and $L(B)$ are both finite. Let $L = \max(L(A), L(B))$ and let $u \in (A \oplus B) \otimes (A \oplus B)$. Then

$$\|\theta_A(u_A)\|_{cb} \geq \frac{1}{L} \|u_A\|_{Z,h} \quad \text{and} \quad \|\theta_B(u_B)\|_{cb} \geq \frac{1}{L} \|u_B\|_{Z,h}.$$ 

Using (4.2), and then (4.1), we have

$$\|\theta(u)\|_{cb} \geq \frac{1}{L} \max(\|u_A\|_{Z,h}, \|u_B\|_{Z,h}) = \frac{1}{L} \|u\|_{Z,h}.$$

Hence $L(A \oplus B) \leq L$, as required.

Since $M_n(A \oplus B) \cong M_n(A) \oplus M_n(B)$, the assertion about $L'(A \oplus B)$ follows easily.

**Corollary 4.5.** Let $(A_n)_{n \geq 1}$ be a sequence of $C^*$-algebras. Let $A_0$ be the $c_0$ direct sum of the $A_n$. Then

$$L(A_0) = \sup_{n \geq 1} L(A_n) \quad \text{(in } [1, \infty))$$

and $L'(A_0) = \sup_{n \geq 1} L'(A_n)$.

**Proof.** For each $n, k \geq 1$, $M_k(A_n)$ is isomorphic to a direct summand of $M_k(A_0)$ and so $L(M_k(A_n)) \leq L(M_k(A_0))$ by Proposition 1.3. Hence $L(A_0) \geq \sup_{n} L(A_n)$ (from $k = 1$) and $L'(A_0) \geq \sup_{n} L'(A_n)$. Note that if either of the constants $L(A_0)$ or $L'(A_0)$ is 1, then we get the reverse inequalities by definition.

Let us agree that if $I_n$ is an ideal of $A_n$, then $I_n'$ is the ideal of $A_0$ defined via the restriction on $x$ that $x_n \in I_n$.

Now suppose $k \geq 1$ and that $1 \leq L_k := \sup_{n} L(M_k(A_n)) < \infty$. It suffices to show that $L(M_k(A_0)) \leq L_k$. 

We know that irreducible representations of $A_0$ must be of the form $\pi(x) = \pi((x_i)_{i=1}^\infty) = \pi_n(x_n)$ for some irreducible representation $\pi_n$ of $A_n$. Thus the primitive ideals of $A_0$ are those of the form $P_n^\ell$ for $P_n \in \text{Prim}(A_n)$. Since each $A_n$ is a direct summand of $A_0$, it is easily seen that the Glimm ideals of $A_0$ are those of the form $G_n'$ for $G_n \in \text{Glimm}(A_n)$.

Now let $u = \sum_{i=1}^\ell a_i \otimes b_i \in M_k(A_0) \otimes M_k(A_0)$, and for each $n \geq 1$ let $u_n = \sum_{i=1}^\ell (a_i)_n \otimes (b_i)_n \in M_k(A_n) \otimes M_k(A_n)$.

Observe that the canonical $*$-isomorphism $x + M_k(I_n') \mapsto x_n + M_k(I_n)$ of $M_k(A_0)/M_k(I_n')$ to $M_k(A_n)/M_k(I_n)$ induces an isometric isomorphism between the Haagerup tensor products of these quotients with themselves under which $u^{M_k(I_n')}$ is mapped to $(u_n)^{M_k(I_n)}$.

Now considering $G \in \text{Glimm}(A_0)$ of the form $G = G_n'$ (some $n \geq 1$ and $G_n \in \text{Glimm}(A_n)$), we have

$$
\|u^{M_k(G)}\|_h = \|(u_n)^{M_k(G_n)}\|_h \leq L(M_k(A_n))\|\theta_{A_n}(u_n)\|_{cb}
\leq L_k \sup \{\|(u_n)^{M_k(P_n)}\|_h : P_n \in \text{Prim}(A_n)\}
\leq L_k \sup \{\|u^{M_k(P)}\|_h : P \in \text{Prim}(A)\}
= L_k \|\theta(u)\|_{cb}.
$$

(4.3)

Hence

$$
\|u\|_{Z,h} = \sup \{\|u^{M_k(G)}\|_h : G \in \text{Glimm}(A)\} \leq L_k \|\theta(u)\|_{cb}
$$

and $L(M_k(A_0)) \leq L_k$. $\square$

**Notation 4.6.** By an (abstract finite) simplicial complex we understand a collection $C$ of subsets of $\{1, 2, \ldots, N\}$ closed under taking subsets ($E \in C$, $F \subseteq E$ implies $F \in C$) and containing all singletons ($\{i\} \in C$ for $1 \leq i \leq N$). We refer to $N$ as the number of vertices in $C$. All complexes we deal with will be connected (given two vertices $i, j$, $1 \leq i, j \leq N$, there is a sequence $i_0 = i, i_1, \ldots, i_m = j$ so that $\{i_{k-1}, i_k\} \in C$ for $1 \leq k \leq m$).

For subsets $E \subseteq \{1, 2, \ldots, N\}$ we treat $C^E$ (the set of functions from $E$ to $C$) as a subspace of $C^N$, namely the subspace spanned by those standard basis vectors $e_i$ of $C^N$ with $i \in E$. (This will be more convenient for us than identifying $C^E$ with $C^{|E|}$.) We treat $C^E$ as a commutative $C^*$-algebra with pointwise operations and the supremum norm. We will also use $M_E$ for matrices of size $|E| \times |E|$ indexed by $i, j \in E$ (with the operator norm from action on $\ell^2(E)$). Given a function $y = (y_i)_{i \in E} \in C^E$, we let $\text{diag}_E(y)$ be the diagonal matrix in $M_E$ with its $(i, i)$ entry equal to $y_i$ for each $i \in E$. Let $P_E : C^N \to C^E$ denote the projection (restriction) $P_E(y) = (y_j)_{j \in E}$.

We now define a ‘simplicial spoke algebra’ $A(C)$ associated to a connected simplicial complex as follows. Enumerate the maximal elements of $C$ as $E_1, E_2, \ldots, E_m$ (maximal under set inclusion). Choose $m$ disjoint half-closed rays $R_r$ ($1 \leq r \leq m$) in the plane (say $R_r = \{t\zeta_r : t \geq 1\}$, where $\zeta_1, \zeta_2, \ldots, \zeta_m$ are distinct points of the unit circle). Let $T = \bigcup_{r=1}^m R_r$.

We construct the algebra $A(C)$ as the subset of the functions

$$
x : T \to \bigcup_{r=1}^m M_{E_r}(C)
$$
satisfying

- for $\tau \in R_r \subset T$, $x(\tau) \in M_{E_r}$,
- the restriction of $x$ to $R_r$ is a continuous function on $R_r$ with values in $M_{E_r}$,
- there are scalars $\lambda_i(x)$ ($1 \leq i \leq N$) so that the limit as $\tau \in R_r$ tends to infinity of $x(\tau)$ is the diagonal matrix $\text{diag}_E((\lambda_j(x))_{j \in E})$.

By a ‘constant’ element of $A(C)$ we mean an element where $x$ is constant along $R_r$ for each $1 \leq r \leq m$. Such an element is determined by $\lambda_i(x)$ ($1 \leq i \leq N$). More specifically, given $y \in C^N$ we define $x = \text{const}(y)$ to be the element where $x(\tau) = \text{diag}_E(P_{E_r}(y))$ when $\tau \in R_r$. The map $\lambda : A(C) \to C^N$ with $\lambda(x) = (\lambda_i(x))_{i=1}^N$ is a left inverse for const; that is, $\lambda \circ \text{const}$ is the identity.

With pointwise operations and the supremum norm $\|x\| = \sup_{\tau \in T} \|x(\tau)\|$, $A(C)$ is a unital $C^*$-algebra. It has a centre consisting of those $x$ where $x(\tau)$ is a multiple of the identity matrix (of the appropriate size) for each $\tau \in T$. Thus, since $C$ is connected, the centre can be identified with the continuous functions on the one-point compactification of $T$.

$A(C)$ has one Glimm ideal $G_\infty$ that is not primitive (if $N > 1$). The minimal primal ideals containing $G_\infty$ are the intersections $\bigcap\{\ker \lambda_i : i \in E_r\}$, $1 \leq r \leq m$. Up to $^*$-isomorphism, $A(C)$ is independent of the enumeration $E_1, E_2, \ldots, E_m$ and the choice of $\zeta_1, \zeta_2, \ldots, \zeta_m$. Thus $L(A(C))$ and $L'(A(C))$ depend only on $C$. Note that the smallest possible (connected) $C$ in cases $N = 1$ and $N = 2$ are exceptional. If $N = 1$, then $A(C)$ is abelian, and if $N = 2$ we must have $\{1, 2\} \subseteq C$ so that $m = 1$ and every Glimm ideal of $A(C)$ is primal. So in both these cases $L(A(C)) = L'(A(C)) = 1$ (see Remark 4.2).

This notation and construction generalises the construction in [10, §2]. The simplest example of interest occurs when $N = 3$ and the maximal elements of $C$ are $E_1 = \{1, 2\}$, $E_2 = \{3, 2\}$ and $E_3 = \{1, 2\}$. In this case, the algebra $A(C)$ has the essential features of the sequence algebra of [4, Example 4.12], with the three rays $R_1$, $R_2$ and $R_3$ replacing the use of three subsequences.

**Lemma 4.7.** For $A = A(C)$ a simplicial spoke algebra,

$$L(A(C)) = \inf\{C > 0 : \|v\|_h \leq C \sup_{E \in C} \|v_E\|_h \forall v \in C^N \otimes C^N\},$$

where $N$ is the number of vertices in $C$, $C^N$ is the $N$-dimensional commutative $C^*$-algebra, and for $E \subseteq \{1, 2, \ldots, N\}$ we use $v_E$ to denote the projection $(P_E \otimes P_E)(v) \in C^E \otimes C^E$.

Moreover, for each $n \geq 1$,

$$L(M_n(A(C))) = \inf\{C > 0 : \|v\|_h \leq C \sup_{E \in C} \|v_E\|_h \forall v \in M_n(C^N) \otimes M_n(C^N)\}$$

where now $v_E = (P_E^{(n)} \otimes P_E^{(n)})(v) \in M_n(C^E) \otimes M_n(C^E)$.

**Proof.** Fix $n \geq 1$. To fix the notation, we take $M_n(X)$ to mean $X \otimes M_n$, and the ampliation $\phi^{(n)}$ of a map $\phi : X \to Y$ to be $\phi \otimes \text{id}_n$.

For $v = \sum_{j=1}^\ell a_j \otimes b_j \in M_n(C^N) \otimes M_n(C^N)$, we can construct

$$u = \sum_{j=1}^\ell \text{const}^{(n)}(a_j) \otimes \text{const}^{(n)}(b_j) \in M_n(A(C)) \otimes M_n(A(C)).$$
We note that the map $\text{const} : \mathbb{C}^N \to A(C)$ is an embedding of $C^*$-algebras, hence a complete isometry to which we can apply Lemma 2.3.

From Theorem 3.5 (or [22, Theorem 1] since we are in a unital algebra), we have

$$\|u\|_{Z,h} = \sup\{\|u_{M_n(G)}\|_h : G \in \text{Glimm}(A(C))\},$$

and by Proposition 3.6

$$\|\theta_Z(u)\|_{cb} = \sup\{\|u_{M_n(P)}\|_h : P \in \text{Prim}(A(C))\}.$$

We know that $\text{Prim}(A(C))$ consists of the kernels of representations $\pi_\tau : A(C) \to M_{E_\tau} : x \mapsto x(\tau)$ with $\tau \in R_r$, $1 \leq r \leq m$, together with the kernels of the 1-dimensional representations $\lambda_i$ ($1 \leq i \leq N$). For $P = \ker \pi_\tau$ we know that the quotient $A(C)/P$ is $*$-algebra isomorphic to $M_{E_\tau}$, via $\bar{\pi}_\tau(x + P) = \pi_\tau(x)$. We can compute

$$(\bar{\pi}_\tau \otimes \bar{\pi}_\tau)(u_{M_n(P)})$$

$$= \sum_{j=1}^\ell \bar{\pi}_\tau(\text{const}(a_j) + M_n(P)) \otimes \bar{\pi}_\tau(\text{const}(b_j) + M_n(P))$$

$$= \sum_{j=1}^\ell \text{diag}_{E_\tau}^n(P_{E_\tau}(a_j)) \otimes \text{diag}_{E_\tau}^n(P_{E_\tau}(b_j))$$

$$= (\text{diag}_{E_\tau} \otimes \text{diag}_{E_\tau})v_{E_\tau}.$$

Thus $\|u_{M_n(P)}\|_h = \|v_{E_\tau}\|_h$.

On the other hand, for $P = \ker \lambda_i$ there is at least one $r$ so that $\{i\} \subseteq E_r$ and then $\|u_{M_n(P)}\|_h = \|v_i\|_h \leq \|v_{E_\tau}\|_h$ (for example, by applying Lemma 2.3 to the projection of $C^E$ onto one coordinate). Hence

$$\|\theta_Z(u)\|_{cb} = \sup_{P \in \text{Prim}(A(C))} \|u_{M_n(P)}\|_h = \sup_{1 \leq r \leq m} \|v_{E_r}\|_h$$

(4.4)

$$= \sup\{\|v_E\|_h : E \in C\}.$$ (Here we can use Lemma 2.3 to justify the last equality. If $E \subseteq E_r$, then the orthogonal projection $P_E$ factors through $P_{E_r}$, and these projections are homomorphisms of commutative $C^*$-algebras.)

For $G = G_\infty$, we have $A(C)/G_\infty$ isomorphic to $\mathbb{C}^N$ and $\|u_{M_n(G)}\|_h = \|v\|_h$. To verify this, let $\lambda : A(C)/G_\infty \to \mathbb{C}^N$ given by $\lambda(x + G_\infty) = \lambda(x)$ be the canonical isomorphism. Let $q : A(C) \to A(C)/G_\infty$ be the quotient map and observe that $\lambda \circ q \circ \text{const} = \lambda \circ \text{const}$ is the identity on $\mathbb{C}^N$. Thus

$$v = (\lambda \circ q \circ \text{const})^m \otimes (\lambda \circ q \circ \text{const})^n = (\bar{\lambda}^m \otimes \bar{\lambda}^n)_{M_n(G_\infty)},$$

and $\|u_{M_n(G)}\|_h = \|v\|_h$ follows by Lemma 2.3. For other $G \in \text{Glimm}(A(C))$ we have $G = \ker \pi_\tau$ (some $\tau \in R_r \subseteq T$, $1 \leq r \leq m$) primitive, and in this case we have shown earlier that $\|u_{M_n(G)}\|_h = \|v_{E_r}\|_h \leq \|v\|_h$. Thus

(4.5)

$$\|u\|_{Z,h} = \sup_{G \in \text{Glimm}(A(C))} \|u_{M_n(G)}\|_h = \|v\|_h.$$

We can now deduce from (4.4) and (4.5) that $L(M_n(A(C))) \geq L_n(C)$, where

$$L_n(C) = \inf\{C > 0 : \|v\|_h \leq C \sup_{E \in \mathcal{C}} \|v_E\|_h v \in M_n(\mathbb{C}^N) \otimes M_n(\mathbb{C}^N)\}.$$
To show $L(M_n(A(C))) \leq L_n(\mathcal{C})$, consider an arbitrary $u \in M_n(A(C)) \otimes M_n(A(C))$. From $u^{M_n(G_\infty)}$ and the isomorphism $\tilde{\lambda}: A(C)/G_\infty \to \mathbb{C}^N$ we get

$$v = (\tilde{\lambda}(n) \otimes \tilde{\lambda}(n))(u^{M_n(G_\infty)}) = (\lambda(n) \otimes \lambda(n))(u) \in M_n(\mathbb{C}^N) \otimes M_n(\mathbb{C}^N).$$

Then we have $\|u^{M_n(G_\infty)}\|_h = \|v\|_h$ because $\tilde{\lambda}$ is an isomorphism of $C^*$-algebras.

By Proposition 3.7 (or [22, Proposition 3]) we know $\|\theta_\mathcal{C}(u)\|_{cb} = \sup\{\|u^{M_n(Q)}\|_h : Q \in \text{Prim}(A(\mathcal{C}))\}$. Since the primal ideals of $A(C)$ which contain $G_\infty$ are those of the form $Q = \bigcap_{i \in E} \ker \lambda_i$ for $E \subseteq \mathcal{C}$, and $x + Q \mapsto \lambda_E(x + Q) := P_E(\lambda(x))$ is an isomorphism $A/Q \to \mathbb{C}^E$, it follows that $\|u^{M_n(Q)}\|_h = \|u^{M_n(Q)}\|_{cb}$. Thus

$$\|\theta_\mathcal{C}(u)\|_{cb} \geq \sup\{\|v_E\|_h : E \subseteq \mathcal{C}\}.$$

We deduce

$$\|u^{M_n(G_\infty)}\|_h = \|v\|_h \leq L_n(\mathcal{C})\|\theta_\mathcal{C}(u)\|_{cb}.$$

As $L_n(\mathcal{C}) \geq 1$ and all other Glimm ideals of $A(C)$ are primitive (and primal), we have

$$\|u\|_{Z,h} = \sup\{\|u^{M_n(G)}\|_h : G \in \text{Glimm}(A(C))\} \leq L_n(\mathcal{C})\|\theta_\mathcal{C}(u)\|_{cb}.$$

This establishes $L(M_n(A(C))) \leq L_n(\mathcal{C})$, and so equality, as claimed.

Remarks 4.8. (a) The first assertion of Lemma 4.7 may be restated in terms of norms of Schur multipliers. For $v \in \mathbb{C}^N \otimes \mathbb{C}^N$, we can compute $\|v\|_h$ via Haagerup’s theorem as a cb norm. We embed $\mathbb{C}^N$ as the diagonal in $M_N$ and then $\|v\|_h = \|((\operatorname{diag}_N \otimes \operatorname{diag}_N)(v))\|_{cb}$. Note that the operator $T = \theta((\operatorname{diag}_N \otimes \operatorname{diag}_N)(v))$ on $M_N$ is a Schur multiplier and that it is of the form $T(x) = T((x_{ij})_{i,j=1}^N) = (\gamma_{ij}x_{ij})_{i,j=1}^N$, and so $\|T\|_{cb} = \|T\|$ (19 Theorem 8.7). Moreover all Schur multipliers on $M_N$ arise from tensors $v \in \mathbb{C}^N \otimes \mathbb{C}^N$ in this way.

As $\|v_E\|_h$ for $E \subseteq \{1, 2, \ldots, N\}$ is the norm of the Schur multiplier on $M_E$, which arises by taking those $\gamma_{ij}$ where $i, j \in E$, the computation of $\lambda(A(C))$ is then equivalent to the maximum possible norm of a Schur multiplier on $M_N$ given by $\gamma = (\gamma_{ij})_{i,j=1}^N$ under the restriction that certain submultpliers (arising by taking $i, j \in E$, $E \subseteq \mathcal{C}$) have norm at most 1.

(b) One can then see that if there exists a pair $(i_0, j_0)$ where $\{i_0, j_0\}$ is not contained in any $E \subseteq \mathcal{C}$, then the choice of $\gamma$ with an arbitrary entry in the $(i_0, j_0)$ position (and zeroes elsewhere) shows that the maximum is unbounded. In this case the intersection $\ker \lambda_{i_0} \cap \ker \lambda_{j_0}$ is not primal and $G_\infty$ is a Glimm ideal in $A(C)$ that fails to be 2-primal.

(c) Another observation is that given $\mathcal{C}$, if we add some more subsets of $\{1, 2, \ldots, N\}$ to get a simplex $\mathcal{C}' \supseteq \mathcal{C}$, then $L(M_n(A(\mathcal{C}'))) \geq L(M_n(A(C'')))$. By Lemma 4.7.

5. LOWER BOUNDS

Let $A$ be a $C^*$-algebra and suppose $G \in \text{Glimm}(A)$ is 2-primal. A finite subset $\{P_1, P_2, \ldots, P_N\} \subseteq \text{Prim}(A(G))$ is called `admissible’ if $P_i \not\subseteq P_j$ for $i \neq j$. Associated with any such admissible set, we define a connected simplicial complex by $\mathcal{C} = \{E \subseteq \{1, 2, \ldots, N\} : \bigcap_{i \in E} P_i \in \text{Prim}(A)\}$. We say that such a simplicial complex is linked to the ideal structure of $A$. 
Theorem 5.1. Let $A$ be a $C^*$-algebra and $C$ a simplicial complex linked to the ideal structure of $A$. Then $L(M_n(A)) \geq L(M_n(A))$ for $n \geq 1$ and $L'(A) \geq L'(A(C))$.

The proof is an adaptation of the argument for [10] Theorem 7.

Proof. There is a 2-primal $G \in \text{Glimm}(A)$ and an admissible subset 
\[ \{P_1, P_2, \ldots, P_N\} \subseteq \text{Prim}(A/G) \]
such that $C$ is the associated simplicial complex. Note that as $G$ is 2-primal, every 2-element set \( \{i, j\} \in C \) (1 \( \leq i < j \leq N \)) and so $C$ is certainly connected. Let $J := \bigcap_{j=1}^{N} P_j$.

For each subset $E \subseteq \{1, 2, \ldots, N\}$ that fails to belong to $C$ there must exist open neighbourhoods $U_{j,E}$ of each $P_j$ with $j \in E$ that satisfy $\bigcap_{j \in E} U_{j,E} = \emptyset$. For, if no such neighbourhoods existed there would be a net $(Q_n)_n$ in $\text{Prim}(A)$ converging to each of the $P_j$ with $j \in E$ — showing $\bigcap_{j \in E} P_j$ primal and contradicting $E \notin C$ [3 Proposition 3.2]. Let $U_i = \bigcap_{E \subseteq E_i, E \in C} U_{i,E}$, for $1 \leq i \leq N$. Note that each $U_i$ is an open neighbourhood of $P_i$ and that for each $E \notin C$ we have $\bigcap_{j \in E} U_i = \emptyset$.

Now there are closed two-sided ideals $J_i$ in $A$ so that $U_i = \text{Prim}(J_i)$ (hence $U_i = \{Q \in \text{Prim}(A) : J_i \not\subseteq Q\}$). Let
\[ R_j := \bigcap_{i \neq j} P_i \quad (1 \leq j \leq N). \]

Let $I_j = J_jR_j$ for each $j$. The ideal $I_j$ cannot be contained in $J$ because then we would have $J_jR_j \subseteq P_j$, and since the primitive ideal $P_j$ is necessarily prime, it would follow that $J_j \subseteq P_j$ or $R_j \subseteq P_j$. Since $P_j \in U_j$, we have $J_j \not\subseteq P_j$. By primeness of $P_j$, if $R_j \subseteq P_j$, then $P_i \subseteq P_j$ for some $i \neq j$ (again not so).

Let $\Psi : A \rightarrow A/J$ denote the quotient map. Let $K_j = \Psi(I_j)$, a non-zero closed ideal of $A/J$. Note that $K_jK_k = 0$ for $j \neq k$ (as $R_jR_k \subseteq J$).

For $1 \leq j \leq N$, choose a positive element $d_j \in K_j$ of norm one and $g_j \in I_j$ positive of norm one with $\Psi(g_j) = d_j^{1/3}$. Since $d_j^{1/3}d_k^{1/3} = 0$ for $j \neq k$, we can use [2 Proposition 2.6] to find $c_j \in A^+$ (1 \( \leq j \leq N \)) with $\Psi(c_j) = \Psi(g_j) = d_j^{1/3}$ and $c_jc_k = 0$ for $j \neq k$. Let $b'_j = c_jg_j$ in $I_j^+$. Then $b'_jb'_k = 0$ for $j \neq k$ and $\Psi(b'_j) = d_j$ (1 \( \leq j, k \leq N \)).

Let $f : [0, \infty) \rightarrow [0, \infty)$ be $f(t) = \min(t, 1)$, a uniform limit on any compact subset of $[0, \infty)$ of polynomials without constant term. Define $b_j = f(b'_j)$ by functional calculus. Then we have $b_j \in I_j^+$, $\Psi(b_j) = d_j$, $\|b_j\| = 1$ and $b_jb_k = 0$ for $j \neq k$.

Now, if $C < L(M_n(A))$, then by Lemma 17 there exists $v \in M_n(\mathbb{C}^N) \otimes M_n(\mathbb{C}^N)$ with $\|v\|_h > C$ and $\sup_{E \subseteq C} v_E \leq 1$. Consider the map $\phi : \mathbb{C}^N \rightarrow A$ defined by $\phi(e_j) = b_j$. Put $u = \langle \phi(n) \otimes \phi(n) \rangle(v)$. As the canonical quotient map from $M_n(A)/M_n(G)$ to $M_n(A)/M_n(J)$ induces a contraction from $M_n(A)/M_n(G)$ to $M_n(A)/M_n(J)$, we have
\[ \|u\|_{Z,h} \geq \|v^M(G)\|_{\|h\|} \geq \|v^M(J)\|_{\|h\|} = \|(q_J \otimes q_J)(u)\|_h, \]
where $q_J : M_n(A) \rightarrow M_n(A)/M_n(J)$ is the quotient map.

Denote by $\Phi : M_n(A) \rightarrow M_n(A)/M_n(J)$ the natural identification map (a ∗-isomorphism). Let $Y = \text{span}\{b_1 + J, b_2 + J, \ldots, b_N + J\}$ and $\psi : \mathbb{C}^N \rightarrow Y$ be the linear map with $\psi(e_j) = b_j + J$.

By Lemma 2.4 (iii),
\[ \|v\|_h = \|\langle \psi(n) \otimes \psi(n) \rangle(v)\|_h \]
(the Haagerup norm in $M_n(Y) \otimes M_n(Y)$, but that is the same as the Haagerup norm in $M_n(A/J) \otimes M_n(A/J)$ by injectivity of the Haagerup norm). Thus,
\[
\|v\|_h = \|(\psi^{(n)} \otimes (\psi^{(n)}))(v)\|_h = \|(\Phi_J \otimes \Phi_J)(\psi^{(n)} \otimes \psi^{(n)})(v)\|_h.
\]
One can check in a straightforward way that $\Phi_J \otimes \psi^{(n)} = q_J \circ \phi^{(n)}$ (for example, by applying both sides to $a = e_1 \otimes e_{j,k} \in M_n(\mathbb{C}^N)$ and using linearity), and so
\[
\|v\|_h = \|(\Phi_J \otimes \Phi_J)(\psi^{(n)} \otimes \psi^{(n)})(v)\|_h
\]
\[
= \|(q_J \otimes q_J)(\phi^{(n)} \otimes \phi^{(n)})(v)\|_h
\]
\[
= \|(q_J \otimes q_J)(u)\|_h \leq \|u\|_{L,C}.
\]

We deduce $\|u\|_{Z,h} > C$.

On the other hand, if $P \in \text{Prim}(A)$, we know $E = \{j : 1 \leq j \leq N, P \in U_j\} \in \mathcal{C}$, and so $b_j + P = 0 \forall j \notin E$. We define $\phi_E : \mathbb{C}^E \to A/P$ by $\phi_E(e_j) = b_j + P$ for $j \in E$, let $q_P : M_n(A) \to M_n(A)/M_n(P)$ be the quotient map and let $\Phi_P : M_n(A/P) \to M_n(A)/M_n(P)$ be the natural identification map. We have
\[
(q_P \otimes q_P)(u) = (q_P \otimes q_P)(\phi_E^n \otimes \phi_E^n)(u) = (\Phi_P \otimes \Phi_P)(\phi_E^n \otimes \phi_E^n)(v_E).
\]
Applying Lemma 2.4 (ii), we have
\[
1 \geq \|v_E\|_h \geq \|(\phi_E^n \otimes \phi_E^n)(v_E)\|_h
\]
because $b_j + P \leq 1$ for $i \in E$. Hence
\[
1 \geq \|(\phi_E^n \otimes \phi_E^n)(v_E)\|_h
\]
\[
= \|(\Phi_P \otimes \Phi_P)(\phi_E^n \otimes \phi_E^n)(v_E)\|_h
\]
\[
= \|(q_P \otimes q_P)(u)\|_h = \|u\|^{M_n(P)}_h.
\]

Hence $\sup \{\|u\|^P_h : P \in \text{Prim}(A)\} \leq 1$, and we must have $L(M_n(A)) > C$. As $C$ was arbitrary, we have $L(M_n(A)) \geq L(M_n(A(C)))$, as required. \qed

6. Upper bounds

In this section we establish one of our main results, namely that $L'(A)$ is the supremum of the lower bounds given in Theorem 5.1.

**Theorem 6.1.** Let $A$ be a $C^*$-algebra in which all Glimm ideals are 2-primal. Then
\[
L'(A) = \sup_C L'(A(C)),
\]
where the supremum is over all simplicial complexes $C$ that are linked to the ideal structure of $A$.

**Proof.** From Theorem 5.1, we have $L'(A) \geq \sup_C L'(A(C))$, and the issue is the reverse inequality $L(M_n(A)) \leq \sup_C L'(A(C))$ (all $n \geq 1$). Since the simplicial complexes linked to the ideal structure of $M_n(A)$ are the same as those linked to the ideal structure of $A$, it suffices to prove this for $n = 1$.

Fix $T < L(A)$ and $u = \sum_{i=1}^t a_j \otimes b_j \in A \otimes A$ so that $\|\theta_Z(u)\|_{cb} \leq 1$ while $\|u\|_{Z,h} > T$. From Theorem 5.1, we have
\[
\|u\|_{Z,h} = \sup \{\|u^G\|_h : G \in \text{Glimm}(A)\},
\]
and thus there is $G \in \text{Glimm}(A)$ with $\|u^G\|_h > T$. We know
\[
\|u^G\|_h = \text{tg}(Q(a^*, \phi), Q(b, \psi))
\]
with the supremum over \( \phi, \psi \in \mathrm{co}(\langle A/G \rangle) \) (Lemma 2.1). Choose \( \phi, \psi \), each convex combinations of the pure states \( g_1, g_2, \ldots, g_t \in \mathbb{P}(A/G) \) with

\[
\mathop{\mathrm{tgm}}(\mathcal{Q}(a^*), \mathcal{Q}(b, \psi)) > T.
\]

Now take the kernels of the GNS representations \( \pi_{g_r} \) associated to \( g_r \) \((1 \leq r \leq t)\) and let \( P_1, P_2, \ldots, P_N \) be those that are minimal with respect to inclusion within this finite set of kernels.

Choose one irreducible representation \( \pi_i : A \to \mathcal{B}(H_i) \) with ker \( \pi_i = P_i \) \((1 \leq i \leq N)\). If there is any \( r \) where \( \pi_{g_r} \) is not equivalent to any of \( \pi_1, \pi_2, \ldots, \pi_N \), then we can choose some \( i \) \((1 \leq i \leq N)\) with \( g_r(P_i) = 0 \). Then by [16] 3.4.2 (ii), \( g_r \) can be weak*-approximated by pure states \( \langle \pi_i(\cdot) \rangle \). It follows that we can maintain (6.1) and replace \( \phi, \psi \) by states of the form

\[
\phi = \sum_{i=1}^N \sum_{s=1}^{n_i} \alpha_{i,s} \langle \pi_i(\cdot) \rangle \xi_{i,s}, \xi_{i,s}, \psi = \sum_{i=1}^N \sum_{s=1}^{n_i} \beta_{i,s} \langle \pi_i(\cdot) \rangle \xi_{i,s}, \xi_{i,s},
\]

where \( \alpha_{i,s} \geq 0 \), \( \sum_{i=1}^N \sum_{s=1}^{n_i} \alpha_{i,s} = 1 \), there are similar conditions on \( \beta_{i,s} \) and \( \xi_{i,s} \in H_i \) are unit vectors.

Let \( F_i \) denote the span in \( H_i \) of \( \{\xi_{i,s}, \pi_i(a^*_j)\xi_{i,s}, \pi_i(b_j)\xi_{i,s} : 1 \leq j \leq \ell, 1 \leq s \leq n_i\} \), and we also use \( F_i \) for the orthogonal projection \( : H_i \to F_i \). Let \( n \) be the least common multiple of \( \dim(F_i) \) \((1 \leq i \leq N)\), and for each \( i \) fix a unitary isomorphism \( F_i : F_i \to \ell^2_{\dim F_i} = \mathbb{C}^{\dim F_i} \). Let \( \eta_{i,s} = F_i(\xi_{i,s}) \in \ell^2_{\dim F_i} \) which we also consider to be inside \( \ell^2_n \) (so that \( \eta_{i,s} \in \ell^2_n \) is a unit vector). Let \( \omega_{i,s} \) be the vector state on \( M_n = \mathcal{B}(\ell^2_n) \) corresponding to \( \eta_{i,s} \).

Consider the completely positive map \( C_i : A \to M_n \) given by

\[
C_i(x) = (\tilde{F}_i F_i \pi_i(x) F_i \tilde{F}_i^*)^{(k_i)}(x)
\]

where \( k_i = n/\dim F_i \) and the superscript denotes the ampliation \((C_i(x)\) is a block diagonal matrix with the same block repeated \( k_i \) times). Observe that

\[
\omega_{i,s}(C_i(a_j^*)C_i(a_k^*)) = \langle C_i(a_k^*) \eta_{i,s}, C_i(a_j^*) \eta_{i,s} \rangle = \langle \tilde{F}_i F_i \pi_i(a_k) \eta_{i,s}, \tilde{F}_i F_i \pi_i(a_j) \eta_{i,s} \rangle = \langle F_i \pi_i(a_k) \xi_{i,s}, F_i \pi_i(a_j) \xi_{i,s} \rangle = \langle \pi_i(a_k) \xi_{i,s}, \pi_i(a_j) \xi_{i,s} \rangle
\]

(6.2)

Similarly

\[
\omega_{i,s}(C_i(b_j^*)C_i(b_k^*)) = \langle \pi_i(b_k^*) \eta_{i,s}, \eta_{i,s} \rangle.
\]

Define a linear completely positive map \( \alpha : A \to M_n(\mathbb{C}^N) = \mathbb{C}^N \otimes M_n \) by

\[
\alpha(x) = \sum_{i=1}^N e_i \otimes C_i(x)
\]
and let \( w \in M_n(\mathbb{C}^N) \otimes M_n(\mathbb{C}^N) \) be given by \( w = (\alpha \otimes \alpha)(u) = \sum_{j=1}^{\ell} \alpha(a_j) \otimes \alpha(b_j) = \sum_{j=1}^{\ell} c_j \otimes d_j \) (say). To show \( \|w\|_h > T \) we consider the two states \( \phi', \psi' \in S(M_n(\mathbb{C}^N)) \) given by

\[
\phi' \left( \sum_{i=1}^{N} c_i \otimes x_i \right) = \sum_{i=1}^{N} \sum_{s=1}^{n_i} \alpha_{i,s} \omega_{i,s}(x_i), \\
\psi' \left( \sum_{i=1}^{N} c_i \otimes x_i \right) = \sum_{i=1}^{N} \sum_{s=1}^{n_i} \beta_{i,s} \omega_{i,s}(x_i).
\]

Using (6.2) we can verify

\[
\phi'(c_j c_k^*) = \phi'(\alpha(a_j)\alpha(a_k)^*) = \phi' \left( \sum_{i=1}^{N} c_i \otimes C_i(a_j)C_i(a_k)^* \right) = \phi(a_j a_k^*)
\]

and, using (6.3), \( \psi'(d_j^* d_k) = \psi(b_j^* b_k) \). It then follows that

\[
\text{tg}(Q(c^*, \phi'), Q(d, \psi')) = \text{tg}(Q(a^*, \phi), Q(b, \psi)) > T
\]

and hence \( \|w\|_h > T \).

Now consider the simplicial complex (linked to the ideal structure of \( A \)) \( C = \{ E \subset \{1, 2, \ldots, N\} : \cap_{i \in E} P_i \in \text{Primal}(A) \} \). Our aim is to verify that \( L(M_n(A(C))) > T \) by use of Lemma 4.7.

For \( E \in C \), we consider \( w_E \in M_n(\mathbb{C}^E) \otimes M_n(\mathbb{C}^E) \), which we write as

\[
w_E = (P_{E}^{(n)}) (P_{E}^{(n)}) (w) = \sum_{j=1}^{\ell} P_{E}^{(n)} (c_j) \otimes P_{E}^{(n)} (d_j) = \sum_{j=1}^{\ell} c_{E,j} \otimes d_{E,j}.
\]

We rely on the fact that (by Lemma 2.4)

\[
||w_E||_h = \sup \text{tg}(Q(c^*_E, \Phi'), Q(d_E, \Psi'))
\]

where the supremum is over \( \Phi', \Psi' \in S(M_n(\mathbb{C}^E)) \). Because of Lemma 4.7 we will be done if we show \( ||w_E||_h \leq 1 \).

Therefore we consider arbitrary fixed specific \( \Phi', \Psi' \in S(M_n(\mathbb{C}^E)) = S(\mathbb{C}^E \otimes M_n) \).

We can write \( \Phi' \) as a convex combination

\[
\Phi' \left( \sum_{i \in E} e_i \otimes x_i \right) = \sum_{i \in E} \gamma_i \Phi_i(x_i)
\]

for \( \Phi_i \in S(M_n) \). We can then express each \( \Phi_i \) as a convex combination of \( n \) vector states \( \Omega_{i,s}(x) = \langle x \zeta_{i,s}, \xi_{i,s} \rangle \) to get

\[
\Phi' \left( \sum_{i \in E} e_i \otimes x_i \right) = \sum_{i \in E} \sum_{s=1}^{n} \gamma_{i,s} \Omega_{i,s}(x_i)
\]

(\( \gamma_{i,s} \geq 0, \sum_{i \in E} \sum_{s=1}^{n} \gamma_{i,s} = 1 \)). Let \( K = \bigcap_{i \in E} P_i \in \text{Primal}(A) \), and define a completely positive contraction \( \alpha_E : A/K \to M_n(\mathbb{C}^E) \) by

\[
\alpha_E (x + K) = \sum_{i \in E} e_i \otimes C_i(x) = P^{(n)}_E (\alpha(x)).
\]
Note then that $c_E = P_E^n c_j = P_E^n a_j = \alpha_E(a_j + K)$, and similarly $d_E = \alpha_E(b_j + K)$. We now define a positive linear functional $\Phi$ on $A/K$ by $\Phi = \Phi' \circ \alpha_E$. It clearly satisfies $\|\Phi\| \leq 1$ and we claim

\[
Q(c_E, \Phi') = \langle \Phi'(\alpha_E(a_j + K)\alpha_E(a_k + K)) \rangle_{j,k=1}^f \leq (\Phi(a_j a_k + K))_{j,k=1}^f
\]

(an inequality of positive semidefinite $\ell \times \ell$ matrices). As convex combinations of positive semidefinite matrices are positive semidefinite, this claim reduces to showing

\[
\langle (C_i(a_j a_k^*) - C_i(a_j)C_i(a_k^*))\zeta_i, \xi_i \rangle_{j,k=1}^f \geq 0
\]

(for $i \in E$, $1 \leq s \leq n$). If we let $\mu_{i,s} = F_i^* \zeta_i, \xi_i \in F_i \subset H_i$, then we have

\[
\langle (C_i(a_j a_k^*) - C_i(a_j)C_i(a_k^*))\zeta_i, \xi_i \rangle = \langle \pi_i(a_j a_k^*) \mu_{i,s} - \pi_i(a_j)F_i \pi_i(a_k^*) \mu_{i,s}, \mu_{i,s} \rangle
\]

\[
= \langle \pi_i(a_j) (I_i - F_i) \pi_i(a_k^*) \mu_{i,s}, \mu_{i,s} \rangle
\]

\[
= \langle (I_i - F_i) \pi_i(a_k^*) \mu_{i,s}, (I_i - F_i) \pi_i(a_j^*) \mu_{i,s} \rangle
\]

(where $I_i$ is the identity operator in $H_i$). From this it is clear that the matrix with these entries is positive.

In a similar way we express $\Psi'$ as a convex combination, and define $\Psi(x + K) = \Psi'(\alpha_E(x))$. We get an inequality of positive semidefinite matrices again,

\[
Q(d_E, \Psi') = \langle \Psi'(\alpha_E(b_j + K)\alpha_E(b_k + K)) \rangle_{j,k=1}^f \leq (\Psi(b_j^* b_k + K))_{j,k=1}^f,
\]

and $\|\Psi'\| \leq 1$.

Now we can use monotonicity of $\text{tgm}$ to get

\[
\text{tgm}(Q(c_E, \Phi'), Q(d_E, \Psi')) \leq \text{tgm} \left( (\Phi(a_j a_k + K))_{j,k=1}^f, (\Psi(b_j^* b_k + K))_{j,k=1}^f \right) \leq \sqrt{\|\Phi\| \|\Psi'\| \|w^K\|} \leq 1.
\]

Hence, in view of (6.4), $\|w_E\| \leq 1 \forall E \in \mathcal{C}$. Since $\|w\|_h > T$, by Lemma 4.7 we have $L(M_n(A(\mathcal{C}))) > T$. As $T < L(A)$ is arbitrary, we have $L'(A(\mathcal{C})) \geq L(A)$. 

As a simple consequence of Theorem 6.1 we now obtain another of the main results of this paper.

**Theorem 6.2.** If $A$ and $B$ are $C^*$-algebra where $\text{Prim}(A)$ and $\text{Prim}(B)$ are homeomorphic, then $L'(A) = L'(B)$.

**Proof.** Let $\Phi: \text{Prim}(A) \to \text{Prim}(B)$ be a homeomorphism. The set $\text{Glimm}(A)$ is defined in terms of the topology of $\text{Prim}(A)$, and we can see immediately that $P_1, P_2 \in \text{Prim}(A)$ contain the same Glimm ideal of $A$ (that is, are not separated by functions in $C_b(\text{Prim}(A))$) if and only if $\Phi(P_1)$ and $\Phi(P_2)$ contain the same Glimm ideal of $B$. Moreover $P_1 \subseteq P_2 \iff P_2$ is in the closure of $\{P_1\} \iff \Phi(P_1) \subseteq \Phi(P_2)$.

It follows that $\{P_1, P_2, \ldots, P_N\}$ is an admissible subset of $\text{Prim}(A)$ if and only if $\{\Phi(P_1), \Phi(P_2), \ldots, \Phi(P_N)\}$ is an admissible subset of $\text{Prim}(B)$.

For a non-empty subset $E \subseteq \{1, 2, \ldots, N\}$, we have $\bigcap_{i \in E} P_i \in \text{Prim}(A)$ if and only if there is a net in $\text{Prim}(A)$ convergent to each $P_i$ ($i \in E$). Applying $\Phi$ we
see that the simplicial complexes linked to the ideal structure of $A$ are identical to those that are linked to $B$. The result follows from Theorem 6.1.

**Corollary 6.3.** Let $A$ be a $C^*$-algebra. Then $L'(A) = L(A \otimes K(H))$ (for $H$ separable infinite dimensional).

**Proof.** Since $P \mapsto P \otimes K(H)$ is a homeomorphism of Prim$(A)$ onto Prim$(A \otimes K(H))$ (see remarks in the Introduction), it follows that the Glimm ideals of $A \otimes K(H)$ are those of the form $\tilde{G} = \bigcap \{ P \otimes K(H) : P \in$ Prim$(A/G) \}$, where $G \in$ Glimm$(A)$. Clearly $G \otimes K(H) \subseteq \tilde{G}$. On the other hand any primitive ideal of $A \otimes K(H)$ containing $G \otimes K(H)$ has the form $P \otimes K(H)$ for some $P \in$ Prim$(A)$. Let $a \in G$, $T \in K(H)$ with $T \neq 0$, and let $\pi$ be an irreducible representation of $A$ with kernel $P$. Then $\pi(a) \otimes T = (\pi \otimes \text{id})(a \otimes T) = 0$, and hence $G \subseteq P$. Thus $\tilde{G} = G \otimes K(H)$.

An argument similar to the proof of Proposition 4.3 then shows

$\|T\| = \|T\|_{cb} = \left\| \sum_{i=1}^{N} a_i \otimes b_i \right\|_{\infty} \leq \left( \sum_{i=1}^{N} a_i a_i^* \right)^{1/2} \left( \sum_{i=1}^{N} b_i^* b_i \right)^{1/2} \leq \sqrt{N} \max_{ij} |\gamma_{ij}|.$

The constant $\sqrt{N}$ is optimal because we can take $\gamma_{ij} = \zeta^{ij}$, where $\zeta = \exp(2\pi i/N)$ is a primitive $N$th root of unity. For this choice, we can apply the multiplier to the
unitary matrix $x = (c_{ij} / \sqrt{N})_{i,j=1}^N$ and get
\[
Tx = \left( \frac{1}{\sqrt{N}} \right)_{i,j=1}^N = \sqrt{N} \left( \frac{1}{N} \right)_{i,j=1}^N
\]
of norm $\sqrt{N}$ (as it is $\sqrt{N}$ times a projection).

If $E$ is a projection onto $k$ of the coordinates, then $E(\gamma_{ij})_{i,j=1}^N E^*$ is a $k \times k$ matrix with unimodular entries. Hence it has a Schur multiplier norm at most $\sqrt{k}$.

By Lemma 4.7 this leads to the lower bound $L(A(C_{N,k})) \geq \sqrt{N/k}$.

If we modify the example to replace the diagonal entries $\gamma_{ij}$ by 0, we can check that $\|Tx\| \geq (N-1)/\sqrt{N}$ with the same $x$ (because the constant vectors are eigenvectors of $Tx$ with this eigenvalue). The $k \times k$ multipliers $E(\gamma_{ij})_{i,j=1}^N E^*$ now have norm at most $\sqrt{k-1}$. So, if $k \leq N/2$ we get a better estimate, $L(A(C_{N,k})) \geq (\sqrt{N-1}/\sqrt{N})/\sqrt{k-1}$.

(ii) Let $C$ be an arbitrary simplicial complex on $\{1, 2, \ldots, N\}$ which contains all 2 element subsets $\{i,j\}$ $(1 \leq i, j \leq N)$ (so that the Glimm ideal $G_0$ is 2-primal). Then $L(A(C)) \leq \sqrt{N}$.

This inequality follows from Lemma 4.7 Remarks 4.3 (a) and the observations above about norms of Schur multipliers. If we consider a Schur multiplier $T$ with matrix $(\zeta_{ij})_{i,j=1}^N$ and $v \in \mathbb{C}^N \otimes \mathbb{C}^N$ as in Remarks 4.3 (a), then $|\zeta_{i,j}| \leq \|v_E\|_h$ for $r, s \in E$. Hence $\max_{i,j} |\zeta_{i,j}| \leq \max\{\|v_E\|_h : E \in C\}$, and it follows that $\|v\|_h = \|T\|_\infty = \|T\| \leq \sqrt{N} \max_E \|v_E\|_h$. Thus $L(A(C)) \leq \sqrt{N}$ by Lemma 4.7.

(iii) From (i) and (ii) we now have examples such as $A = A(C_{N,2})$, where $L(A) < \infty$ and yet $L(A)$ can be arbitrarily large; we have $\sqrt{N/k} \leq L(A(C_{N,k})) \leq \sqrt{N}$ (for $2 \leq k < N$) and $\sqrt{N-1}/\sqrt{N} \leq L(A(C_{N,k})) \leq \sqrt{N}$ for $N \geq 4$.

We show below (Theorem 7.10) that $L'(A(C_{N,2})) = N - 1$, but our proof goes via identifying the best constant for a seeming element inequality concerning operator norms of matrices.

**Definition 7.2.** For $C$ a simplicial complex on $\{1, 2, \ldots, N\}$, we define another constant $L_C(C)$ to be the supremum
\[
L_C(C) = \sup\{\|a\| : a = (a_{i,j})_{i,j=1}^N \in M_N, \max_{E \in C} \|a_E\| \leq 1\},
\]
where $a_E = (a_{i,j})_{i,j \in E} \in M_E$.

It may be helpful to observe that in Examples 7.1 above, we are using the relationship between $L(A(C))$ and Schur multiplier norms (rather than operator norms) of matrices.

Our immediate goal is to compute $L_C(C_{N,2}) = N - 1$ and then to show in general that $L'(A(C)) \leq L_C(C)$. Finally, to establish $L'(A(C_{N,2})) = N - 1$ we will need to construct a further example.

**Lemma 7.3.** Suppose $H, K$ are Hilbert spaces and we have orthogonal decompositions $H = H_1 \oplus H_2 \oplus \cdots \oplus H_N$ and $K = K_1 \oplus K_2 \oplus \cdots \oplus K_N$. Fix $1 \leq k \leq N$. For each subset $E \subset [N] = \{1, 2, \ldots, N\}$ of cardinality $|E| = k$ suppose $x_E \in B(H, K)$ is an operator of norm $\|x_E\| \leq 1$ satisfying
\[
x_E \left( \bigoplus_{i \in E} H_i \right) \subseteq \bigoplus_{i \in E} K_i,
\]
\[
x_E(H_j) = \{0\} \text{ if } j \in [N] \setminus E.
\]
Then
\[ \left\| \sum_{E \subset [N], |E| = k} x_E \right\| \leq \binom{N - 1}{k - 1}. \]

Note that the hypotheses may be stated as saying that \( x_E \) has a block matrix \( x_E = (x_{E,i,j})_{i,j=1}^{N} \) with respect to the given decompositions of \( H \) and \( K \) that satisfies \( x_{E,i,j} = 0 \) if either \( i \notin E \) or \( j \notin E \).

In the special case where \( N = 3, k = 2 \) and the subspaces \( H_i \) and \( K_i \) are 1 dimensional, we can state the conclusion as follows. If we have three \( 3 \times 3 \) matrices of the form
\[ x = \begin{pmatrix} 0 & 0 & 0 \\ 0 & x_{2,2} & x_{2,3} \\ 0 & x_{3,2} & x_{3,3} \end{pmatrix}, \quad y = \begin{pmatrix} y_{1,1} & 0 & y_{1,3} \\ 0 & 0 & 0 \\ y_{3,1} & 0 & y_{3,3} \end{pmatrix}, \quad z = \begin{pmatrix} z_{1,1} & z_{1,2} & 0 \\ z_{2,1} & z_{1,2} & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]
then
\[ \|x + y + z\| \leq 2 \max(\|x\|, \|y\|, \|z\|). \]

Observe that if \( \|x\| = \|y\| = \|z\| \), then this inequality improves on what the triangle inequality gives.

**Proof of Lemma 7.3.** Take a unit vector \( \xi \in H \), which we write as \( \xi = \sum_{i=1}^{N} \xi_i \) for \( \xi_i \in H_i \). Write \( \xi_E = \sum_{i \in E} \xi_i, \theta_E = x_E \xi \) (for \( E \subset [N] \) with \( |E| = k \)), and note that as \( \theta_E = x_E \xi_E \) we have \( \|\theta_E\|^2 \leq \|x_E\|^2 \|\xi_E\|^2 \leq \sum_{i \in E} |\xi_i|^2 \). Thus
\[ \left\| \sum_{E} x_E \right\|^2 = \left\| \sum_{E} \theta_E \right\|^2 = \sum_{i=1}^{N} \left\| \sum_{E \ni i} \theta_{E,i} \right\|^2, \]
where we write \( \theta_E = \sum_{i \in E} \theta_{E,i} \) with \( \theta_{E,i} \in K_i \). Thus using the triangle and Cauchy-Schwarz inequalities, and counting the number of \( E \) with \( i \in E \) for fixed \( i \), we get
\[ \left\| \sum_{E} x_E \right\|^2 \leq \sum_{i=1}^{N} \binom{N - 1}{k - 1} \left( \sum_{E \ni i} \|\theta_{E,i}\|^2 \right) \]
\[ = \binom{N - 1}{k - 1} \sum_{E} \left( \sum_{i \in E} \|\theta_{E,i}\|^2 \right) \]
\[ = \binom{N - 1}{k - 1} \sum_{E} \|\theta_E\|^2 \]
\[ \leq \binom{N - 1}{k - 1} \sum_{E} \|\xi_E\|^2 \]
\[ = \binom{N - 1}{k - 1} \sum_{i=1}^{N} \|\xi_i\|^2 = \binom{N - 1}{k - 1}^2. \]
The result follows.

**Lemma 7.4.** Fix \( 0 \leq t \leq 1 \) and \( k \geq 2 \). Let \( T_t : M_k \to M_k \) be the Schur multiplication operator on \( M_k \) given by the matrix \( \gamma = (\gamma_{i,j})_{i,j=1}^{k} \), where \( \gamma_{i,j} = 1 \) for \( i \neq j \) and \( \gamma_{i,i} = t \). Then \( \|T_t\| \leq 1 + (1 - t)(1 - 2/k). \)
Proposition 7.6. Let

\[ \|
T_t \| \leq 2(1 - t)(1 - 1/k) + t = 1 + (1 - t)(2/k). \]

□

Proposition 7.5. For \( 2 \leq k < N \), \( L_{C}(C_{N,k}) = \frac{2N}{k} - 1 \).

Proof. Consider a matrix \( a = (a_{i,j})^{N}_{i,j=1} \) (with complex entries \( a_{i,j} \in \mathbb{C} \)) satisfying \( \sup_{E \in C_{N,k}} \| a_E \| \leq 1 \).

Let \( b = (b_{i,j})^{N}_{i,j=1} \) be defined by \( b_{i,i} = ((k - 1)/(N - 1))a_{i,i} \) and \( b_{i,j} = a_{i,j} \) for \( i \neq j \). From Lemma 7.3 with \( t = (k - 1)/(N - 1) \), \( 1 - t = (N - k)/(N - 1) \), we have that, for \( |E| = k \), \( \| b_E \| \leq 1 + (1 - 2/k)(N - k)/(N - 1) \).

By Lemma 7.3

\[
\|a\| = \left\| \frac{1}{(N-2)} \sum_{|E|=k} b_E \right\| \leq \frac{(N-1)}{(N-k)} \left(1 + \frac{1 - 2/k}{N - 1} \right) \frac{N - k}{N - 1} = \frac{N - 1}{k - 1} \left(1 + \frac{1 - 2/k}{N - 1} \right) = \frac{2N}{k} - 1.
\]

Hence \( L_{C}(C_{N,k}) \leq \frac{2N}{k} - 1 \).

To show equality, consider \( a \), where \( a_{i,i} = \frac{2}{k} - 1 \) and \( a_{i,j} = 2/k \) for \( i \neq j \). When \( |E| = k \), \( a_E \) is the \( k \times k \) matrix \( 2p_k - I_k \) with rows and columns of zeros added, where \( p_k \in M_k \) is the rank one projection with entries \( 1/k \). As \( 2p_k - I_k = p_k - (I_k - p_k) \) is unitary, we have \( \| a_E \| = 1 \) when \( |E| = k \).

When we apply \( a \) to the vector \( \xi \) with all coordinates 1 we get

\[ a\xi = \left( \frac{2}{k} - 1 + (N - 1) \frac{2}{k} \right) \xi = \left( \frac{2N}{k} - 1 \right) \xi. \]

Thus \( \|a\| \geq \frac{2N}{k} - 1 \).

□

Proposition 7.6. Let \( H = \bigoplus_{i=1}^{N} H_i \) be a Hilbert space direct sum, \( x \in B(H) \) and \( C \) be a simplicial complex on \( \{1, 2, \ldots, N\} \). We write \( x = (x_{i,j})_{i,j=1}^{N} \) as a block \( N \times N \) matrix with entries \( x_{i,j} \in B(H_j, H_i) \), and for \( E \subseteq \{1, 2, \ldots, N\} \), let \( x_E = (\chi_E(i)\chi_E(j)x_{i,j})_{i,j=1}^{N} \) (where \( \chi_E \) means the characteristic function of \( E \)). Then

\[ \|x\| \leq L_{C}(C) \max_{E \subseteq C} \| x_E \|. \]

Proof. We assume for convenience that \( \max_{E \subseteq C} \| x_E \| = 1 \). For unit vectors \( \xi, \eta \in H_i \), we aim to estimate \( |\langle x\eta, \xi \rangle| \) by \( L_{C}(C) \). Let \( \xi = \sum_{i=1}^{N} \xi_i \), \( \eta = \sum_{i=1}^{N} \eta_i \) for \( \xi_i, \eta_i \in H_i \) (\( 1 \leq i \leq N \)).

Define \( \xi'_i = \xi_i/\|\xi_i\| \) (unless \( \xi_i = 0 \), in which case we take \( \xi_i' \in H_i \) to be any unit vector). Similarly define \( \eta'_i \) to be the unit vector in the direction of \( \eta_i \). Then we
have orthogonal vectors \( \{ \xi'_i : 1 \leq i \leq N \} \) and \( \{ \eta'_i : 1 \leq i \leq N \} \), \( \eta = \sum_{i=1}^{N} \| \eta_i \| \eta'_i \), \( 1 = \| \eta \|^2 = \sum_{i=1}^{N} \| \eta_i \|^2 \), and similarly for \( \xi \). For any scalars \( \alpha = (\alpha_i)_{i=1}^{N} \in \ell_2^N \), we have \( \left\| \sum_{i=1}^{N} \alpha_i \eta'_i \right\|^2 = \sum_{i=1}^{N} |\alpha_i|^2 \). Let \( a_{i,j} = \langle x_{i,j} \eta'_j, \xi'_i \rangle \) and take \( a = (a_{i,j})_{i,j=1}^{N} \in M_{N} \).

Now if \( E \in C \) and \( \alpha_E = (\alpha_i)_{i \in E} \in \ell_2^E \), \( \beta_E = (\beta_i)_{i \in E} \in \ell_2^E \), then

\[
|\langle a_E \alpha_E, \beta_E \rangle| = \left| \left\langle \sum_{i,j \in E} a_{i,j} \alpha_j \beta_i \right\rangle \right| \\
= \left| \left\langle x \left( \sum_{i \in E} \alpha_i \eta'_i \right) \cdot \sum_{i \in E} \beta_i \xi'_i \right\rangle \right| \\
\leq \left( \sum_{i \in E} |\alpha_i|^2 \sum_{j \in E} |\beta_j|^2 \right)^{1/2}
\]

(using \( \| x_E \| \leq 1 \)). Hence \( \| a_E \| \leq 1 \) for \( E \in C \), and so \( \| a \| \leq L_C(C) \).

Hence

\[
|\langle x \eta, \xi \rangle| = \sum_{i,j=1}^{N} a_{i,j} \| \eta_j \| \| \xi_i \| = |\langle a(\| \eta \|)_{j=1}^{N}, (\| \xi \|)_{i=1}^{N} \rangle| \leq \| a \| \leq L_C(C).
\]

Proposition 7.7. For \( C \) a simplicial complex on \( \{1, 2, \ldots, N\} \),

\[
L'(\Lambda(C)) \leq L_C(C).
\]

Proof. From Lemma 1.7 we have an expression for \( L(M_n(\Lambda(C))) \), upon which we base our argument. We can consider \( \mathbb{C}^E \subset \mathbb{C}^N \) as the elements of \( \mathbb{C}^N \) supported on \( E \), which is a *-isomorphic (non-unital) embedding of commutative \( C^* \)-algebras. We also consider \( \mathbb{C}^N \subset M_N \) via the diagonal, so that if \( e_{i,i} \in M_N \) denotes the diagonal matrix with 1 in the \( (i, i) \) entry, then \( f = (f_1, f_2, \ldots, f_n) \in \mathbb{C}^N \) corresponds to \( \sum_{i=1}^{N} f_i e_{i,i} \) and \( g = (g_i)_{i \in E} \in \mathbb{C}^E \) corresponds to \( \sum_{i \in E} g_i e_{i,i} \). Subject to these identifications we can write \( P_E(f) \) as the product \( p_E f = f p_E \), where \( p_E = \sum_{i \in E} e_{i,i} \in M_N \) is a projection.

For \( a \in \mathbb{C}^N \otimes M_n = M_n(\mathbb{C}^N) \), we consider \( a \) as an element \( a \in M_N \otimes M_n \) and then identify \( P_E^{(n)}(a) \) (notation as in Lemma 1.7) with \( (p_E \otimes I_n) a = a(p_E \otimes I_n) \).

Fix \( v = \sum_{j=1}^{l} a_j \otimes b_j \in M_n(\mathbb{C}^N) \otimes M_n(\mathbb{C}^N) \), with the aim of showing \( \| v \|_h \leq L_C(C) \| v_E \|_h \). As before, we make use of the fact that \( \| v \|_h \) is the cb norm of the elementary operator \( T = \theta(v) \) on \( M_N \otimes M_n \), via injectivity of \( \| \cdot \|_h \) and Haagerup’s theorem. We can also see that \( \| v_E \|_h = \| T_E \|_{cb} \), where \( T_E : M_N \otimes M_n \to M_N \otimes M_n \) is

\[
T_E(x) = \sum_{j=1}^{l} ((p_E \otimes I_n) a_j x((p_E \otimes I_n) b_j).
\]
We also know (from [19, Proposition 8.11]) that \(\|T\|_{cb} = \|T^{(m)}\|\) with \(m = nN\), where \(T^{(m)}\) is the elementary operator on \(M_n(M_N) \otimes M_m \cong M_{nN,m}\) given by

\[
T^{(m)}(x) = (T \otimes \text{id}_m)(x) = \sum_{j=1}^{\ell} (a_j \otimes I_m)x(b_j \otimes I_m).
\]

We consider \(x \in M_{nN,m}\) of norm 1 and seek to estimate \(\|y\|\) for \(y = T^{(m)}(x)\).

We write

\[
x_E = (p_E \otimes I_n \otimes I_m)x(p_E \otimes I_n \otimes I_m)
\]

and

\[
y_E = (p_E \otimes I_n \otimes I_m)y(p_E \otimes I_n \otimes I_m).
\]

It is important to observe that the notation \(y_E\) accords with the notation of Proposition 7.6 if we take \(H_i\) to be the range of \(p_{\{i\}} \otimes I_n \otimes I_m\) \((1 \leq i \leq N)\). Note also that \(\|x_E\| \leq \|x\| \leq 1\). We can compute, using the shorthand \(\tilde{p}_E = p_E \otimes I_n \otimes I_m\),

\[
y_E = \tilde{p}_E \left( \sum_{j=1}^{\ell} (a_j \otimes I_m)x(b_j \otimes I_m) \right) \tilde{p}_E
= \sum_{j=1}^{\ell} \langle (p_E \otimes I_n) a_j \otimes I_m \rangle \tilde{p}_E \langle (p_E \otimes I_n) b_j \otimes I_m \rangle
= T^{(m)}(x_E).
\]

We deduce \(\|y_E\| \leq \|T_{E \otimes I}x_E\| \leq v_E\|h\). Thus \(\|y\| \leq L_C(C) \max_{E \in C} \|v_E\|_h\) by Proposition 7.6.

As \(x\) was arbitrary of unit norm, we have

\[
\|v\|_h = \|T\|_{cb} = \|T^{(m)}\| \leq L_C(C) \max_{E \in C} \|v_E\|_h.
\]

Thus \(L(M_n(A(C))) \leq L_C(C)\) (by Lemma 4.7), and so

\[
L'(A(C)) = \sup_n L(M_n(A(C))) \leq L_C(C).
\]

\[\square\]

**Corollary 7.8.** For \(N > k \geq 2\), \(L'(A(C_{N,k})) \leq \frac{2N}{k} - 1\).

**Proof.** From Proposition 7.7 and Proposition 7.7A, \(L'(A(C_{N,k})) \leq L_C(C_{N,k}) = \frac{2N}{k} - 1\). \[\square\]

**Proposition 7.9.** For \(N > k \geq 2\), \(L'(A(C_{N,k})) \geq L(M_n(A(C_{N,k}))) \geq (N-1)/(k-1)\).

**Proof.** By Lemma 4.7 it is sufficient to exhibit a tensor \(v \in M_N(C^N) \otimes M_N(C^N)\) such that \(\|v\|_h \geq N-1\) and sup \(\|v_E\|_h \leq k-1\) (with the supremum over \(E \in C_{N,k}\)).

Let \(e_{i,j} \in M_N\) be the matrix with 1 in the \((i,j)\) position and zeros elsewhere. We consider \(C^N\) as being embedded in \(M_N\) via the diagonal \(\{e_{i,i} : 1 \leq i \leq N\}\), and then \(M_N(C^N) = C^N \otimes M_N \subseteq M_N \otimes M_N\). Let \(v = \sum_{1 \leq i,j \leq N, i \neq j} (e_{i,i} \otimes e_{j,j}) \otimes (e_{j,j} \otimes e_{i,i})\).

We consider the elementary operator \(T = \theta(v) \in B(M_N \otimes M_N) = B(M_{N^2})\). Consider the operator \(x = \sum_{1 \leq i,j \leq N} e_{j,i} \otimes e_{i,j} \in M_N \otimes M_N\):

\[
x^*x = \sum_{i,j,s} e_{i,j}e_{s,r} \otimes e_{j,i}e_{r,s} = \sum_{r,s} e_{r,a}e_{s,r} \otimes e_{s,r}e_{r,s} = \sum_{r,s} e_{r,t} \otimes e_{s,t} = I_N \otimes I_N,
\]
and so \( \|x\| = 1 \). We compute

\[
T x = \sum_{i \neq j} (e_{i,i} \otimes e_{1,j}) x (e_{j,j} \otimes e_{i,1}) = \sum_{i \neq j, r, s} (e_{i,i} \otimes e_{1,j}) (e_{s,r} \otimes e_{r,s}) (e_{j,j} \otimes e_{i,1}) = \sum_{i \neq j} e_{i,i} e_{s,r} e_{j,j} \otimes e_{1,j} e_{r,s} e_{i,1} = \sum_{i \neq j} e_{i,j} e_{i,j} \otimes e_{1,j} e_{i,1} = \sum_{i \neq j} e_{i,j} \otimes e_{1,1}.
\]

The matrix \( \sum_{i \neq j} e_{i,j} \in M_N \) has eigenvalue \( N - 1 \) on the vector \((1, 1, \ldots, 1) \in \mathbb{C}^N\). It follows that \( \|Tx\| \geq N - 1 \). Thus \( \|T\| \geq N - 1 \), and so \( \|v\|_h = \|T\|_c h \geq N - 1 \).

When we look at

\[
v_E = (P_E^{(N)} \otimes P_E^{(N)})(v) = ((P_E \otimes \text{id}_N) \otimes (P_E \otimes \text{id}_N))(v)
\]

for \( E \in C_{N,k} \), we see that

\[
v_E = \sum_{i,j \in E, i \neq j} (e_{i,i} \otimes e_{1,j}) \otimes (e_{j,j} \otimes e_{i,1}),
\]

and we verify that \( \|v_E\|_h \leq k - 1 \), as follows. It suffices to consider \( E \) of the maximal possible cardinality \( k \):

\[
\begin{align*}
\|v_E\|^2_h & \leq \left\| \sum_{i,j \in E, i \neq j} (e_{i,i} \otimes e_{1,j})(e_{i,i} \otimes e_{1,j})^* \right\| \left\| \sum_{i,j \in E, i \neq j} (e_{j,j} \otimes e_{i,1})(e_{j,j} \otimes e_{i,1})^* \right\| \\
& = \left\| \sum_{i,j \in E, i \neq j} (e_{i,i} \otimes e_{1,j}) \right\| \left\| \sum_{i,j \in E, i \neq j} (e_{j,j} \otimes e_{i,1}) \right\| \\
& = \| (k - 1) I_E \otimes e_{1,1} \| \| (k - 1) I_E \otimes e_{1,1} \| = (k - 1)^2
\end{align*}
\]

(where \( I_E = \sum_{i \in E} e_{i,i} \)).

**Theorem 7.10.** For \( N \geq 3 \), \( L'(A(C_{N,2})) = N - 1 \).

**Proof.** The result follows from Corollary 7.8 and Proposition 7.9.

**Corollary 7.11.** Let \( A \) be a \( C^* \)-algebra and \( n \geq 2 \). Suppose that each \( G \in \text{Glimm}(A) \) is 2-prim and satisfies \( |\text{Prim}(A/G)| \leq n \). Then \( L'(A) \leq n - 1 \).

**Proof.** From the hypotheses each simplicial complex \( C \) linked to the ideal structure of \( A \) will have \( N = 1 \) or \( C_{N,2} \subseteq C \). As in Notation 4.6, \( L'(A(C)) = 1 \) if \( N = 1 \) (or \( N = 2 \)). If \( N > 1 \), we then have \( L'(A(C)) \leq L'(A(C_{N,2})) = N - 1 \leq n - 1 \) (using Remark 4.8(c)). From Theorem 6.1, we get \( L'(A) \leq n - 1 \).

**Examples 7.12.** (i) The special case \( A(C_{N,k}) \) with \( k = N - 1 \) was considered in [10]. A note in [10] Remark 3 implies that

\[
L(A(C_{N,N-1})) \geq 1 / \left( 1 - \frac{1}{(N - 1)^2} \right) > 1 \quad (N \geq 3).
\]
From Corollary 7.8 we have

$$L(A(C_{N,N-1})) \leq L'(A(C_{N,N-1})) \leq 1 + \frac{2}{N-1}.$$ 

Thus, among the values $L'(A(C_{N,N-1}))$, there are infinitely many distinct values tending to 1 (from above). The same is true of the values $L(A(C_{N,N-1}))$.

The complexes $C_{N,N-1}$ are extremal in a certain sense. If $C$ is any simplicial complex on $\{1, 2, \ldots, N\}$ other than the power set, then $L(A(C_{N,N-1})) \leq L(A(C))$ by Remark 4.8(c). If a $C^*$-algebra $A$ contains a Glimm ideal $G$ that fails to be $N$-primal (for some $N \geq 3$), we have $L(A(C_{N,N-1})) \leq L(A)$ and $L'(A(C_{N,N-1})) \leq L'(A)$. This follows from Theorem 7.1 if $G$ is 2-primal. If $G$ is not 2-primal, then $L'(A) \geq L(A) = \infty$ by Remark 4.2.

(i) If $N > k \geq 2N/3$ (and $N \geq 3$), then $L(A(C_{N,k})) \leq 2$ by Corollary 7.8.

(ii) Recalling $L(A(C_{N,2})) \leq \sqrt{N}$ from Remarks 7.1(i), we have $L(A(C_{N,2})) < L'(A(C_{N,2})) = N - 1$ (for $N > 2$).

We now give examples for which $L(A) \leq 2 < L'(A) = \infty$.

**Proposition 7.13.** Let $C$ be the simplicial complex

$$C = B_{N,k-1} = \{E \subset \{1, 2, \ldots, N\} : 1 \notin E \text{ or } |E \setminus \{1\}| \leq k - 1\}$$

and $A = A(C)$ (where $N > k \geq 2$). Then $L'(A) \geq L(M_N(A)) \geq \sqrt{\frac{N-1}{k-1}}$ while $L(A) \leq 2$.

**Proof.** The stated lower bound for $L(M_N(A))$ follows from the argument in the proof of Proposition 7.12 with $v$ replaced by $v = \sum_{i=2}^{N}(e_{i,i} \otimes e_{1,1}) \otimes (e_{1,1} \otimes e_{i,1})$.

By Lemma 4.7 and Remarks 4.8(a), establishing the upper bound for $L(A(C))$ can be reduced to a question about Schur multipliers. Assume $T$ is a Schur multiplier on $M_N$ given by $Tx = (\gamma_{ij}x_{ij})_{i,j=1}^{N}$ and assume that the restricted Schur multipliers $T_E$ on $M_E$ have norms bounded by 1 for each $E \in B_{N,k-1}$. In particular for $E_0 = \{2, 3, \ldots, N\}$ we have $\|T_{E_0}\| \leq 1$ and for $E = \{1, i\}$ with $2 \leq i \leq N$, we have $\|T_E\| \leq 1$ which implies $|\gamma_{11}| \leq 1$, $|\gamma_{1i}| \leq 1$ and $|\gamma_{ii}| \leq 1$. Expressing $Tx$ as

$$\begin{pmatrix}
\gamma_{11}x_{11} & 0 & \cdots & 0 \\
0 & \gamma_{22}x_{22} & \cdots & \gamma_{2N}x_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
0 & \gamma_{N2}x_{N2} & \cdots & \gamma_{NN}x_{NN}
\end{pmatrix} + \begin{pmatrix}
0 & \gamma_{12}x_{12} & \cdots & \gamma_{1n}x_{1n} \\
\gamma_{21}x_{21} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_{N1}x_{N1} & 0 & \cdots & 0
\end{pmatrix},$$

and using the fact that the norm of the second summand is the maximum of the $\ell^2$ norms of the first row and first column, it follows that $\|Tx\| \leq 2 \|x\|$.

Regarding Proposition 7.13, note that if $(N-1)/(k-1) > 4$, then $L'(A) > L(A)$.

**Corollary 7.14.** With the notation of Proposition 7.13, let $A$ be the $c_0$ direct sum of $A(B_{N,N})$ ($N = 3, 4, \ldots$). Then $L(A) \leq 2$ while $L'(A) = \infty$.

**Proof.** By Corollary 4.5 and Proposition 7.13 $L(A) \leq 2$ and $L'(A) = \infty$.

In fact it is also true that the unitisation $A_1$ of the algebra $A$ in Corollary 7.13 satisfies $L'(A_1) = \infty$. We can establish a variant of Corollary 4.5 for the unitisation of the direct sum, with a somewhat similar proof, and this allows us to show $L'(A_1) = \infty$. 


If we recall from Corollary 6.3 that \( L'(A) = L(A \otimes \mathcal{K}(H)) \), then we see that \( L(A \otimes \mathcal{K}(H)) = \infty \) but \( L(A) \leq 2 \), even though \( A \) and \( A \otimes \mathcal{K}(H) \) have homeomorphic primitive ideals spaces.

**Proposition 7.15.** Let \( A \) be a \( C^* \)-algebra such that each Glimm ideal is 2-primal. Assume \( G \in \text{Glimm}(A) \) and there exists \( 3 \leq k \leq N, P_1, P_2, \ldots, P_N \in \text{Prim}(A/G) \) so that

- \( P_i \not\subset P_j \) for \( i \neq j \); and
- no intersection of \( k \) of \( P_1, P_2, \ldots, P_N \) is primal.

Then

(i) \( L(A) \geq \sqrt{N/(k-1)} \), and

(ii) \( L'(A) \geq L(M_N(A)) \geq (N-1)/(k-2) \).

**Proof.** The relevant simplicial complex \( C = \{ E \subseteq \{1, 2, \ldots, N\} : \bigcap_{i \in E} P_i \in \text{Prim}(A) \} \) is contained in \( C_{N,k-1} \). So by Theorem 4.11 Remarks 4.8 (c) and Examples 7.1 (i) we have \( L(A) \geq L(A(C)) \geq L(A(C_{N,k-1})) \geq \sqrt{N/(k-1)} \).

Similarly \( L(M_N(A)) \geq L(M_N(A(C_{N,k-1}))) \geq (N-1)/(k-2) \) by Proposition 7.9.

Using Proposition 7.15 we can now determine \( L(A) \) and \( L'(A) \) for certain group \( C^* \)-algebras.

**Example 7.16.** (i) Let \( n \geq 3 \) be an odd integer and let \( G = W_n \) be the “universal” simply connected, two-step nilpotent Lie group studied in [8, section 2]. Let \( z_n \) be the centre of the Lie algebra of \( G \). For \( f \in z_n^1 \), the annihilator of \( z_n \) in the dual of the Lie algebra, let \( \pi_f \) be the corresponding irreducible representation of \( C^*(G) \). It follows from [8, Corollary 2.8 (i)] that every Glimm ideal of \( C^*(G) \) is 2-primal (and hence \( \theta_2 \) is injective for \( A = C^*(G) \) by Theorem 3.8 (i)). We shall construct a sequence \( (f_j)_{j \geq 1} \) in \( z_n^1 \) such that, for each \( N \geq n+1 \), no \( n+1 \) of \( f_1, \ldots, f_N \) lie in an affine hyperplane in \( z_n^1 \). If it then follows from [8, Theorem 2.7 (ii)] that, for each \( N \geq n+1 \), no \( n+1 \) of \( \ker \pi_{f_1}, \ldots, \ker \pi_{f_N} \) have prime intersection. Hence, by Proposition 7.15 \( L(C^*(G)) \geq \sqrt{N/n} \) for all \( N \geq n+1 \), and so \( L'(C^*(G)) = L(C^*(G)) = \infty \).

To construct the sequence \( (f_j)_{j \geq 1} \), we may begin by taking \( f_1 = 0 \) and \( \{ f_2, f_3, \ldots, f_{n+1} \} \) to be any basis for \( z_n^1 \). Now suppose that \( N \geq n+1 \) and that \( f_1, \ldots, f_N \) have been constructed with the required property. Then, in choosing \( f_{N+1} \), we simply have to avoid \( (N) \) affine hyperplanes in \( z_n^1 \).

(ii) Let \( G_N \) (\( N \geq 3 \)) be the ‘thread-like’ nilpotent Lie groups (see, for example, [12] 6 [8]). The group \( G_3 \) is the continuous Heisenberg group. The group \( G_4 \) also has the property that every Glimm ideal of its \( C^* \)-algebra is primal [4]. However, this property fails for \( G_N \) with \( N \geq 5 \) (see [6] and [8, Theorem 3.1]). For \( N \geq 5 \), it follows from [12] (see also [8, Theorem 3.9 (iii)] and [9, Theorem 3.2]) that there are uncountably many primitive ideals of \( C^*(G_N) \) which have the property that they belong to the same Glimm class as the \( C^* \)-kernel of the trivial representation and no \( N-1 \) of them have prime intersection. It follows from Proposition 7.15 that \( L'(C^*(G_N)) = L(C^*(G_N)) = \infty \). This is already apparent in the case where \( N > 4 \) and \( N \equiv 0 \mod 4 \) because the relation of inseparability on \( G_N \) is not transitive [8, Corollary 3.10] and so \( C^*(G_N) \) has a Glimm ideal that is not 2-primal. On the
other hand, if $N$ is odd ($N \geq 5$), then it follows from [8, Theorem 3.9] and the discussion for $G_7$ on [8, p. 289] that every Glimm ideal of $C^*(G_N)$ is 2-primal. It is an interesting open question as to whether every Glimm ideal of $C^*(G_N)$ is 2-primal in the case where $N \equiv 2 \mod 4$.
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