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Abstract

We highlight the fact that careful consideration has to be given to the specification of the order of the hierarchy in hierarchical meta analysis. In practical applications, it can often be unclear as to which is the ‘correct’ way to specify these, and thus an arbitrary choice may be made when fitting the model. However, depending on how the model is specified, there may be important differences in the interpretation of the analysis. The points raised are highlighted using an example involving the estimation of bone density in an elderly population in a clinical setting.

1 INTRODUCTION

The general question of choice of a statistical model has, of course, consumed an immense literature. In an ideal world, a best model arises for philosophical, physical or biological reasons, or is a natural consequence of the study design. Often, however, the model structure is a pragmatic or empirical decision: a regression analysis of an observational study often involves the selection of a subset of available variables, and a multi-level analysis increases the dimensionality of the decision-making to include the number and composition of hierarchies. The choice thus depends on, and influences, the relative size and precision of the corresponding point estimates at the different hierarchical levels of the model [1, 2, 3] and the associative and causal inferences that are based on the analysis [4, 5].

The choice of the order of the hierarchies in a multi-level model is similarly influenced by a combination of theoretical, physical, design and empirical arguments. In the situation considered in this paper, it is assumed that the first two of these are not sufficiently informative to completely determine the model structure. Moreover, it is assumed that the influence of design, while partially informative, is diluted due to the multiplicity of studies involved in a meta-analysis, the more complex covariate structure arising from the meta-analysis framework and missing data that often arise in multivariate meta-analyses. Thus the importance of being able to estimate the covariance structure at the lower levels
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of a hierarchical model, and the consequent concerns about bias and precision of estimation at these levels that have been raised by previous authors, [1, 4, 5], are applicable here.

As a general rule, in the absence of other information about model structure, greater precision for all estimates is obtained if the model is structured in such a way that the variance between objects within subgroups decreases as the hierarchy decreases. Thus, the first-level hierarchy should comprise those subgroups between which there is greatest variance, relative to the subsequent nested subgroups. At the other end, the objects (nested individuals within subgroups) at the lowest level of the hierarchy should be the most homogeneous of those in any of the higher-level subgroups. Similarly, a nested structure is only advantageous over a non-nested (block) structure if the variances of the corresponding estimates are smaller. This will occur if there is within-group correlation and relatively little missing data, especially relating to the model structure. Other authors [4, 6] discuss this issue in some detail.

Meta-analysis is now a standard and often imperative tool in comprehensive statistical analysis. The formal quantitative combination of results of interest from multiple sources can be employed for the purposes of study design or justification, motivation, literature review or contextual placement of new results.

A convenient framework for meta-analysis is an hierarchical model structure. Very often, estimates of interest are naturally nested within studies, which in turn may be nested within homogeneous subgroups of studies, and so on. The nesting within a hierarchy reflects ‘exchangeability’ of components within subgroups and ‘non-exchangeability’ across subgroups. For example, study populations might be considered to be more similar within regional groups or according to some other important covariate. Similarly, the hierarchies themselves reflect ‘nonexchangeability’; for example, if geography is important in its own right or as a surrogate for other differentiating descriptors, studies might be grouped within regions, which are in turn grouped within countries, which are in turn grouped together.

An important computational and inferential advantage of such an hierarchical structure is that it induces conditional independence. Thus elements within a group are considered to be independent conditional on their membership of that group, and estimation depends only on the connecting hierarchies. More general methods of path analysis, networks and graphical models rely on the same principle.

In many cases, however, the ordering of the hierarchy in a meta-analysis is not obvious. For example, suppose that multiple studies report multiple effects of interest; possibly, the effects are measured on different subgroups of subjects within each study. Thus there is correlation between measures within studies and there is also correlation between measures across studies. Hence possible hierarchical structures could be “measures combined within studies, then studies combined”, or “studies combined within measures, then measures combined”. In both cases, the full multivariate correlation structure is reduced, but the induced conditional independence structure is different and, as we show in this paper, the resultant estimates of effect are different as a consequence.
Note that in situations like the above, it might be preferable to consider a full multivariate meta-analysis instead of the suggested hierarchical structure. This approach has been taken in other situations [7]. However, the full multivariate analysis requires that sufficient information about correlation of estimates within and between hierarchies is reported. Typically, this information is not available in reported information available from published studies. Hence this option is not pursued further in this paper.

Without loss of generality, we consider here the problem described above, of combining multiple measurements across studies, where there is some uncertainty about the order of the hierarchy in the meta-analysis model. Features of the model are discussed in the next section, followed by a detailed illustration of the potential impact of the choice of hierarchical structure in a real example.

2 MODELS

Information about a particular condition or disease may be measured in different ways in different studies. Combining this information to estimate an overall effect within a given population of relevance is the function of meta-analysis.

Key features of relevance in this paper are that the type of measurement obtained within a given study may be slightly different to that in another study. Indeed it may be the case that two measurements of essentially the same underlying property are obtained within a single study. For example, in measuring cognitive function for a cohort, either the Mini Mental State Examination (MMSE) or Cambridge Neuropsychological Test Automated Battery (CANTAB) can be seen as a useful tool.

On occasion, it may be the case that two (or more) of the measures of a property of interest may be obtained within a single study, albeit in a situation where there are two subgroups or indeed it is not clear to what extent the groups overlapped within a study.

In combining information from multiple sources, the analyst has to make a number of choices. For example, in a frequentist framework, one choice the analyst would make is to decide between a fixed effects or random effects model, depending on whether one wishes to allow for heterogeneity between studies. In a Bayesian framework it is natural to consider fitting a hierarchical model that easily accommodates these and similar decisions.

Of specific interest here, is the situation where multiple measurements of different types, across different studies are going to be combined. In such a case, the structure of the model may not be obvious.

If it is the case that there is overlap between measurements, with many individuals being measured using multiple different techniques, then it would be natural to consider the measurement types being nested within studies. Indeed, in such a case, it would be possible to estimate the association between measures and continue along the multivariate meta analysis route as in [7].

If, however, the question of interest is about a standardised outcome measure, where one of a number of tools can be used in the data collection phase,
then it may be unclear whether measures should be combined firstly within studies, or whether the measures of the same type should be combined across studies before combining measures together at a higher level. This uncertainty in model specification, and the fact that it impacts materially on the conclusions of an analysis is the topic here.

2.1 Notation

Here we consider a situation where the mean size of a quantity of interest $y_{ij}$ is measured for measurement type $j$ from individuals within a study $i$. The precision of $y_{ij}$ is available and denoted $\tau_{ij}$. Thus $y_{ij}$ is an estimate of the underlying measurable property of interest $\theta_{ij}$.

2.2 Hierarchical Model

A hierarchical meta-analysis model might first combine effects within a given study to give an overall estimate for the mean size of the property of interest within a study $\theta_i$, so that

\[ \theta_{ij} \sim \theta_i, \tau_{sm}. \]

Similarly the studies may be combined in order to give an estimate of the overall mean size of the property of interest across studies, so that

\[ \theta_i \sim \theta, \tau. \]

The specification of the model in this fashion allows for heterogeneity between studies to be modelled at the highest level, and the heterogeneity between the measures within a single study to be modelled at a lower level.

Alternatively the model may be described with the studies combined for each of the measures to give an overall estimate for the mean size of the measure across studies, $\theta_j$.

Thus

\[ \theta_{ij} \sim \theta_j, \tau_{ij} \]

and similarly the top level measure effects can be combined in order to give an estimate of the overall mean size of the property of interest. Thus

\[ \theta_j \sim \theta, \tau. \]

The specification of the model in this fashion allows for heterogeneity between measures to be modelled at the highest level, and the heterogeneity between the studies for each of the measures to be modelled at a lower level.

It is noted that the models are different, that there is a different total number of parameters. In particular it may readily be shown (see Appendix) that the likelihoods for $\theta$ are, in general, different for each.
2.3 Multivariate model for multiple outcomes

In modelling a situation as described, where there are multiple outcomes, it may be desirable to specifically allow the measures to be related to one another (as opposed to conditionally independent of one another.)

This may be done by specifying a multivariate hierarchical model. In this case:

\[
\begin{pmatrix}
\theta_{i1} \\
\theta_{i2} \\
\theta_{i3}
\end{pmatrix}
\sim \text{MVN}(\Theta, \mathbf{D})
\]

We note that the full specification of the model requires some understanding of the association between the measures that have been used. This information is not, in general, available, and for this reason the approach is not pursued in depth here. Work in this area has been done previously [5, 7, 8].

It is noted that by choosing a fully hierarchical model, rather than a multivariate one, the off diagonal elements of the matrix, \(\mathbf{D}\), are set to zero. The impact of this in a practical sense is to assume exchangeability of the measures within each of the patient groupings; this is a reasonable assumption in this case, but is something that requires consideration for each situation.

3 EXAMPLE

3.1 Data

In order to prevent fractures in the elderly population, bone density screening is carried out for the at risk population in St James’s Hospital, Dublin.

Three different types of measurement technique are of interest here.

The first technique is the estimation of bone density from DXA (dual energy x-ray absorptiometry) scans of the hip. This is a standard technique and requires that a patient undergo a low dose x-ray of their hips, the scan being carried out by an experienced operator.

The second technique is the use of a portable ultrasound machine to estimate the density of bones by scanning the heel of the individual. These devices are faster to use and scans may be carried out on patients in the ward without needing to transfer them to where a DXA machine is located.

The third method of interest is the estimate of bone density that may be obtained from an individual using a DXA scan of their spine. This scan involves capturing an image from a different angle and estimates are sensitive to features that may be apparent in the individual such as vertebral fractures or other anomalies.

In the data that have been recorded, the information has been obtained from a mixture of patients who attended as day visitors to the hospital and those who are inpatients, with the reason for attendance or admission unrelated to their bone density.

Thus, it may be considered that there are two study groups here; namely Group 1 being day-hospital attendees and Group 2 being inpatients.
Table 1: Summary statistics standardised mean (sem) from each measure for each study.

<table>
<thead>
<tr>
<th>Group</th>
<th>Hip</th>
<th>Heel</th>
<th>Spine</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.58 (0.14)</td>
<td>-3.07 (0.14)</td>
<td>-2.88 (0.17)</td>
</tr>
<tr>
<td>2</td>
<td>-1.87 (0.15)</td>
<td>-3.38 (0.45)</td>
<td>-1.81 (0.20)</td>
</tr>
</tbody>
</table>

There are three measures. Measure 1 is Hip DXA; Measure 2 is Heel US and Measure 3 is Spine DXA. Each of these measures returns T-Scores which are adjusted and standardised indications of the relative bone density of the individual.

Since the method of measurement and standardisation already allows for the fact that patients are of different ages and genders, it is not necessary to include these covariates in the models that we examine.

Summary statistics in the form of mean T-Score and standard error are available for each of the measures for each of the studies. However, within a given study, the measurements have not been carried out on the same group of individuals. The summary data are shown in table 1.

3.2 Model H1

We first considered a two level hierarchical random effects model. In this case, we posit that within each of the two groups, the three measures provide us with an estimate of average bone density within the group. Between measure variability is allowed for with a precision term at this level.

At the group level, the estimates for each group are combined to give an estimate of overall mean bone density for the hospital population. Variability between groups is allowed for at this level.

A schematic representation of the model is shown in Figure 1. This shows the ordering of the hierarchy. The actual parameterisation and the numbers of parameters at each level matches the example used for the case of the simulation.

Thus, the model may be written down in terms of the following conditional densities:

\[
y_{ij} \sim N(\theta_{ij}, \tau_{ij}),
\]
\[
\theta_{ij} \sim N(\theta_i, \tau_i),
\]
\[
\theta_i \sim N(\theta, \tau).
\]

The priors placed on \( \tau, \tau_i, \tau_{ij}, \mu \), were non-informative, in order that the impact of model specification could be investigated.
Figure 1: Schematic representation of the Model H1.

Figure 2: Schematic for H2.
3.3 Model H2

Here, the model may be written down in terms of the conditional densities in a fashion similar to the previous section, but with the nesting in terms of $ij$ within $j$;

\[
y_{ij} \sim N(\theta_{ij}, \tau_{ij}) \\
\theta_{ij} \sim N(\theta_j, \tau_j) \\
\theta_j \sim N(\theta, \tau)
\]

The priors placed on $\tau, \tau_i, \tau_{ij}, \mu$, were once again chosen to be non-informative.

3.4 Simulation Study

In order to examine the impact of model specification in situations where a larger number of studies is included, we carried out a simulation study.

In the simulation, a similar setup was used, where there are three measures which can be used in estimating the property of interest. For simplicity, we will assume that these are measures of bone density in a simulation setup. The number of studies examined in this instance was ten. We chose this size as it is compatible with the number of studies used in published meta analyses.

We set the overall mean at -2.5 (compatible with osteoporosis and observed values in the case of our data analysed in H1 and H2.) The mean effect for each of the studies was then simulated to be normally distributed about this, with precision 1.0. The mean size of the bone densities for each of the 3 measures was then simulated as normally distributed about these values with precision 1.0.

Having simulated a complete set of observations, the model was fit using WinBUGS 1.4.1., and the mean bone density and standard error (based on the standard deviation of the sampled values) were recorded.

This process was then repeated ten times in order to examine the impact of model specification allowing for sampling variability.

3.5 Analysis

The models were fitted using WinBUGS 1.4.1 [9] on an Intel Pentium 4, 3.0GHz with 1GB of RAM, running Windows XP Service Pack 2. Processing was done using R 2.1.1 [10] and the R2WinBUGS package [11]. In fitting these models, three chains were used, with a burn in of 2000 iterations and thinning of every second iteration. Convergence of chains was assessed using Coda [12].
### TABLE 2: Summary statistics, point estimate and quantiles for sampled values of mean BMD for model H1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean Posterior</th>
<th>2.5%</th>
<th>50.0%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>-2.6</td>
<td>-4.9</td>
<td>-2.6</td>
<td>-0.3</td>
</tr>
<tr>
<td>$\tau$</td>
<td>133.1</td>
<td>0.0</td>
<td>13.7</td>
<td>1089.0</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>-2.7</td>
<td>-3.5</td>
<td>-2.7</td>
<td>-1.9</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>-2.4</td>
<td>-3.2</td>
<td>-2.7</td>
<td>-1.7</td>
</tr>
<tr>
<td>$\mu_{11}$</td>
<td>-2.6</td>
<td>-3.1</td>
<td>-2.6</td>
<td>-2.0</td>
</tr>
<tr>
<td>$\mu_{12}$</td>
<td>-2.8</td>
<td>-3.3</td>
<td>-2.9</td>
<td>-2.1</td>
</tr>
<tr>
<td>$\mu_{13}$</td>
<td>-3.0</td>
<td>-3.8</td>
<td>-3.2</td>
<td>-1.9</td>
</tr>
<tr>
<td>$\mu_{21}$</td>
<td>-2.9</td>
<td>-3.3</td>
<td>-3.0</td>
<td>-2.1</td>
</tr>
<tr>
<td>$\mu_{22}$</td>
<td>-2.0</td>
<td>-2.9</td>
<td>-1.9</td>
<td>-1.6</td>
</tr>
<tr>
<td>$\mu_{23}$</td>
<td>-2.0</td>
<td>-2.9</td>
<td>-1.9</td>
<td>-1.5</td>
</tr>
</tbody>
</table>

4 RESULTS

4.1 Model H1

Summary statistics for the posterior distributions at the top and second level are provided in table 2.

As is the case in most meta-analyses, the key statistics of interest are those at the top level; in this case the mean bone density for the population.

Based on the quantiles from the posterior sample, a 95% credible interval (CI) for the mean BMD is (-4.9,-0.3). This is a rather wide interval; but is to be expected since the uncertainty in the overall estimate depends somewhat on the number of groups at the next level down.

The values of the estimates for the next level down have been included. We therefore have the mean of each of the measures for each of the groups in this case.

It is possible to obtain $p_D$ and the DIC [13]. These are 168.8 and 161.9 respectively.

4.2 Model H2

Summaries from the posterior distributions are provided in table 3.

In this instance a 95% confidence interval for the mean BMD is (-3.5,-1.6). This interval is noticeably narrower, although centred at the same location as H1.

In this case, $p_D$ was 162.1 with a corresponding DIC of 158.8.

The DIC is a little lower in this case, but the difference between the fits is small. One possible approach that could be taken is to weight the models according to the DIC. This is a standard approach one might take in the context of model averaging. In this instance, one may use $\exp(-\text{DIC}/2)$ as the weight for each of the models [18], which is a practical approach for the purposes of prediction.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Posterior</th>
<th>2.5%</th>
<th>50.0%</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>-2.5</td>
<td>-3.5</td>
<td>-2.5</td>
<td>-1.6</td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>179.1</td>
<td>0.3</td>
<td>34.8</td>
<td>1290.0</td>
<td></td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>-2.6</td>
<td>-3.4</td>
<td>-2.6</td>
<td>-1.8</td>
<td></td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>-2.5</td>
<td>-3.3</td>
<td>-2.5</td>
<td>-1.7</td>
<td></td>
</tr>
<tr>
<td>$\mu_3$</td>
<td>-2.5</td>
<td>-3.4</td>
<td>-2.5</td>
<td>-1.6</td>
<td></td>
</tr>
<tr>
<td>$\mu_{11}$</td>
<td>-2.6</td>
<td>-3.2</td>
<td>-2.6</td>
<td>-2.0</td>
<td></td>
</tr>
<tr>
<td>$\mu_{12}$</td>
<td>-2.9</td>
<td>-3.4</td>
<td>-3.0</td>
<td>-2.1</td>
<td></td>
</tr>
<tr>
<td>$\mu_{21}$</td>
<td>-2.7</td>
<td>-3.3</td>
<td>-2.8</td>
<td>-1.9</td>
<td></td>
</tr>
<tr>
<td>$\mu_{22}$</td>
<td>-2.1</td>
<td>-3.0</td>
<td>-1.9</td>
<td>-1.6</td>
<td></td>
</tr>
<tr>
<td>$\mu_{31}$</td>
<td>-2.9</td>
<td>-3.7</td>
<td>-3.0</td>
<td>-1.6</td>
<td></td>
</tr>
<tr>
<td>$\mu_{32}$</td>
<td>-2.1</td>
<td>-3.1</td>
<td>-1.9</td>
<td>-1.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Summary statistics, point estimate and quantiles for sampled values of mean BMD for model H2.

<table>
<thead>
<tr>
<th>Replicate</th>
<th>Mean Model 1</th>
<th>CI q.width</th>
<th>Mean Model 2</th>
<th>CI q.width</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.0</td>
<td>0.34</td>
<td>-2.0</td>
<td>1.25</td>
</tr>
<tr>
<td>2</td>
<td>-2.5</td>
<td>0.33</td>
<td>-2.5</td>
<td>1.31</td>
</tr>
<tr>
<td>3</td>
<td>-2.0</td>
<td>0.32</td>
<td>-1.9</td>
<td>1.28</td>
</tr>
<tr>
<td>4</td>
<td>-2.8</td>
<td>0.31</td>
<td>-2.8</td>
<td>1.18</td>
</tr>
<tr>
<td>5</td>
<td>-2.5</td>
<td>0.34</td>
<td>-2.5</td>
<td>1.29</td>
</tr>
<tr>
<td>6</td>
<td>-2.2</td>
<td>0.35</td>
<td>-2.2</td>
<td>1.34</td>
</tr>
<tr>
<td>7</td>
<td>-2.5</td>
<td>0.29</td>
<td>-2.5</td>
<td>1.33</td>
</tr>
<tr>
<td>8</td>
<td>-2.7</td>
<td>0.47</td>
<td>-2.7</td>
<td>1.37</td>
</tr>
<tr>
<td>9</td>
<td>-2.3</td>
<td>0.32</td>
<td>-2.3</td>
<td>1.67</td>
</tr>
<tr>
<td>10</td>
<td>-2.2</td>
<td>0.33</td>
<td>-2.1</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Table 4: Summary statistics, point estimate and CI quarter width for mean BMD for 10 replicates.

In practice, clinicians are interested in the ‘cutoff’ value of -1.5, since this is the level that represents osteopenia, a state of abnormally low bone density. Thus, depending on whether H1 or H2 is fitted, their qualitative interpretation of the findings will differ.

4.3 Simulation Study

In table 4, the summaries that are reported are the mean and CI quarter width; this q.width can be interpreted in the same way as the SEM is used in a classical sense.

It is clearly the case here that the CI width (although not its location) is affected by the ordering in the hierarchy. And, as mentioned above, the qualitative interpretation in a clinical context may be altered, depending on which of the two models is fitted.
Figure 3: Plot showing the shrinkage from data, through each level to the estimate of overall mean.

5 DISCUSSION

This work demonstrates that in the case of a real example, and an associated simulation study, the way in which the model is specified is of material importance. Thus, if there is any confusion about which way the hierarchy should be arranged in these models, then care should be taken in the interpretation of the results.

Overall, the feature of note is that the hierarchical models that are fitted are not the same. The difference between the specification of the models are the assumptions about which parameters are exchangeable.

The estimate of the overall mean within the group of interest is the same, independent of the model that has been fitted. However, uncertainty in this estimate is different for the two models. The reason for this difference is simple - the two models are quite different; and the parameter being estimated at the top level is related to the next level down. Where the amount of ‘information’ at that level is different, then the uncertainty changes.

The impact of ordering is clear from figure 3. The box on the right hand side of each plot is proportional to the confidence interval width. In model H1, this is influenced by the fact that at the next level in the hierarchy (on the left), there are two parameters being estimated, and there is a modest difference between them. In H2, however, there is less variability between these parameters and there are more of them. As the results in table 3 show, the posterior means for $\mu_2$ and $\mu_3$ happen to be equal and thus are overplotted on the graph.

The example used involves multiple measurements in a single hospital. However, it could just as easily be the case that these ‘Groups’ are presented in
different studies, or some measurements are presented in one paper and other measurements in another. Thus the situation is exactly analogous to any situation where we wish to combine information contained in multiple measures over multiple studies.

5.1 Implication of Ordering

The results for H1 and H2 indicate that in the first case there is substantial uncertainty in the overall mean BMD. This uncertainty is largely due to the fact that the ‘population’ of patient groups is being estimated by just two groups in the sample. When a mean is estimated by a sample of two, it is well appreciated that there is substantial residual uncertainty in the point estimate.

In the second case, the estimate of mean BMD suffers only from the fact that there is between measure variability; the fact that there are three measures provides a better estimate of the ‘population’ of measures.

Again, it is emphasised that these are different models; however, when estimating overall mean BMD, the summaries from either model may plausibly be presented.

This fact is mirrored in the simulation study, where the point estimates are the same (up to monte carlo error and rounding), but the uncertainty in the estimates differs.

5.2 Recommendations

The aim of this article is to highlight the fact that the question of model specification involves an element of choice. In the particular case of hierarchical models, the order of the hierarchies is one such choice.

As outlined at the start of the paper, the model used arises for a mixture of philosophical, physical or biological reasons. It may be chosen because of the way in which the study has been designed. It may be that there is a natural ordering for the hierarchy in a hierarchical model. However, the fact that the ordering of the hierarchy makes a difference to the results highlights the fact that a choice has to be made.

If the analyst is examining a collection of models, with a view to allowing the data decide on a model, this is a question of data driven model choice. In this setting the ‘best’ model is chosen because it has a better fit to the data. This is the case, for example with stepwise regression models.

The general question of how a model is chosen is something that has engaged minds across the discipline for many years. Lindley, [19] paraphrasing and exaggerating de Finetti, suggests ‘think when constructing the model; with it, do not think but leave it to the computer.’ If thinking leaves one confused, then perhaps some combination of models is what is required.

In the absence of any compelling reason to choose one ordering over another, then consideration may be given to model averaging. Such methods may naturally be applied in a Bayesian context, as outlined in [20].
In any case, it is essential, therefore, that authors are clear about how the model was specified, why a particular specification was chosen, and what is being reported in the interval estimates.

If there is any doubt about the order of the specification, then consideration should be given to a clear strategy for model choice, to averaging across models, or even to simply reporting the results from multiple models that could reasonably be fitted.
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Appendix
The likelihood for $H_1$ may be written;

$$f(y|\theta) = \int_{V} \prod_{i=1}^{2} [f(y|\theta_i)f(\theta_i|\theta)d\theta_i]$$

$$= \int_{V} \prod_{i=1}^{2} \left[ \prod_{j=1}^{3} \{f(y|\theta_{ij})f(\theta_{ij}|\theta_i)f(\theta_i|\theta)d\theta_{ij}\} \right]$$

The likelihood for $H_2$ may be written;

$$f(y|\theta) = \int_{V} \prod_{i=1}^{2} [f(y|\theta_j)f(\theta_j|\theta)d\theta_j]$$

$$= \int_{V} \prod_{i=1}^{2} \left[ \prod_{j=1}^{3} \{f(y|\theta_{ij})f(\theta_{ij}|\theta_j)f(\theta_j|\theta)d\theta_{ij}\} \right]$$

Thus, it is noted that the likelihoods differ since they are convolutions of gaussians of different dimension.

In the simple case of the fixed effects model, it is noted that;

$$f(\theta_{ij}|\theta_i) = \delta(\theta_{ij}, \theta_i)$$

$$f(\theta_i|\theta) = \delta(\theta_i, \theta)$$
and so the convolution simplifies the likelihood for a model of the form of H1 and H2 to the same thing, namely:

\[
\prod_{i=1}^{2} \left( \prod_{j=1}^{3} \{ f(y_{ij} | \theta) \} \right)
\]

a straightforward product of Gaussians.
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