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Abstract: A watermark is an invisible mark placed on an image that is designed to identify both the source of an image as well as its intended recipient. The authors present an overview of watermarking techniques and demonstrate a solution to one of the key problems in image watermarking, namely how to hide robust invisible labels inside grey scale or colour digital images.

1 Introduction

Computers, printers and high rate transmission facilities are becoming less expensive and more generally available. It is now feasible and very economical to transmit images and video sequences using computer networks rather than to send hard copies by post. In addition, images may be stored in databases in digital form. A major impediment to the use of electronic distribution and storage is the ease of intercepting, copying and redistributing electronic images and documents in their exact original form. As a result, publishers are extremely reluctant to use this means of disseminating material. The commercial possibilities for the World Wide Web are steadily becoming more appreciated. However, if these possibilities are to be realised, an integrated approach to the secure handling, issue and duplication of issued documents is required. Public key encryption systems such as the RSA algorithm [1-3] do not completely solve the problem of unauthorised copying because of the ease with which images may be reproduced from previously published documents. All encrypted documents and images need to be decrypted before they can be inspected or used. Once encryption is removed the document can be passed on in an electronic form. If there is more than one recipient of an image, there is no direct proof that any particular authorised recipient is responsible for passing it on to unauthorised users. The idea of using an indelible watermark to identify uniquely both the source of an image and an intended recipient has therefore stimulated much interest in the electronic publishing and printing industries.

To be effective, an embedded watermark should be visually imperceptible, secure, reliable and resistant to attack. Imperceptible. The image must not be visibly degraded by the presence of the mark. The mark should serve as a unique identifier with a high information content.

Secure and reliable. The mark must be strongly resistant to unauthorised detection and decoding. The watermark must also be capable of identifying the source and intended recipient with a low probability of error. It is also desirable that it would be difficult for an unauthorised agent to forge watermarks. Innovative error-control coding and digital signature techniques are required to ensure reliable and secure communication of the mark as well as authentication of the encoded message.

Robust. The mark must be robust to attack and must be tolerant to reasonable quality lossy compression of the image using transform coding, vector quantisation or any other technique. Standard image processing operations such as low pass filtering, cropping, translation and rescaling should not remove the mark.

Later we shall describe a method which fulfils most of the above requirements. In this paper, we argue that watermarking needs to be adaptive in order to be robust. In direct contrast to many other techniques, with the notable exception of Cox et al. [4], the method here places the watermark on the most perceptually significant components of an image. The logic behind the premise is quite simple. A watermark that is nonintrusive is one which resembles the image it is designed to protect. By virtue of its similarity to the image, any operation that is intentionally performed to damage the watermark will also damage the image.

The factors affecting the transmission of information embedded in images are quite complex. First, there is the need for robustness. The second factor is visibility. Intuitively, one can see that less information can be hidden on flat featureless regions of the image. It should be possible to incorporate more information into those parts of the image that contain more texture or around edges, provided edge integrity is maintained. Psychovisual phenomena are obviously factors in the transmission of hidden information.

There are two main principles involved in designing a watermark. The first principle, mentioned earlier, is
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that a successful watermarking algorithm should explicitly identify and place the mark in the most important features of the image. There are some similarities to the key ideas behind image compression and there will be many ideas and techniques borrowed from this field. The second principle, which we shall outline briefly, is that of spread spectrum communications [5].

2 Previous work

Brassil et al. [6] have investigated different methods for marking text within documents with a unique binary codeword which serves to identify legitimate users of the document. The codeword is embedded in a document by making subtle modifications to the structure of the document such as modulation of line width and interword spacing as well as modification of character fonts. The presence of the codeword does not visibly degrade the document but can be readily detected by making a comparison with the original. Standard document handing operations such as photocopying and scanning do not remove the mark. The same idea may be extended to include the protection of images.

Kurak and McHugh [7] have considered the possible application of redundant features in digital images to the transmission of information. Their concern was the transmission of dangerous viruses (or 'Trojan horse programs') in the least significant bits of a data stream. They note that merely viewing an image is not sufficient for detecting the presence of some form of corruption. Depending on the texture of the image and the quality of a computer monitor, it is possible to exploit the limited dynamic range of the human eye to hide low-quality images within other images. Walton [8] has developed a technique for introducing checksums in the least significant bits of an image to implement a fragile watermark and thus prevent unauthorised tampering. Dautzenberg and Boland [9] examined the use of the least significant bits as a possible scheme for introducing watermarks into images. This approach gave very poor results because standard lossy compression schemes, such as JPEG [10], tend to have the effect of randomising the least significant bits during the quantisation stage of image compression.

Zhao and Koch [11] have investigated an approach to watermarking images based on the JPEG [10] image compression algorithm. Their approach is to segment the image into individual 8 × 8 blocks. Only eight coefficients occupying particular positions in the 8 × 8 block of DCT coefficients can be marked. These comprise the low frequency components of the image block, but exclude the mean value coefficient (at coordinate (0,0)) as well as the low frequencies at coordinates (0,1) and (1,0). Three of the remaining DCT coefficients are selected using a pseudo-random number generator to convey information. The resemblance of this technique to frequency hop spread spectrum communications is mentioned by the authors [11]. Zhao and Koch also take the precaution of placing the blocks at random positions in the image in order to make a successful attack by an enemy less likely.

Tirkel et al. [12, 13] and van Schyndel et al. [14, 15] have applied the properties of m-sequences to produce watermarks that are resistant to filtering, image cropping and are reasonably robust to cryptographic attack. The original image is not required to decode the mark. Recent work [15] indicates progress towards producing more robust watermarks.

Matsui and Tanaka [16] have applied linear predictive coding for watermarking video, facsimile, dithered binary pictures and colour and grey scale images. Their approach to hiding a watermark is to make the watermark resemble quantisation noise. To a certain extent, their approach can be considered to be perceptually adaptive because quantisation noise is concentrated around edges and textured features. Cox et al. [4] believe that this method may not be robust to cropping. O Ruanaidh et al. [17] and Cox et al. [4] have developed perceptually adaptive transform domain methods for watermarking. In direct contrast to the previous approaches listed above the emphasis was on embedding the watermark in the most significant components of an image. The general approach used in these papers is to divide the image into blocks. Each block is mapped into the transform domain using either the discrete cosine transform [10, 18-20], the Hadamard transform [1, 18] or the Daubechies wavelet transform [19]. Only the components that are most significant to the perceptual significance of the image are marked. A transform-based watermarking algorithm is described in more detail in Section 4.

Transform domain modulation schemes possess a number of desirable features. First, one can mark according to the perceptual significance of different transform domain components which means that one can adaptively place watermarks where they are least noticeable, such as within the texture of an image. As a result, a transform domain watermark tends to resemble the original image. The watermark is also irregularly distributed over the entire image sub-block which makes it more difficult for enemies in possession of independent copies of the image to decode and to read the mark.

The scheme described by Cox et al. [4] differs from that used by O Ruanaidh et al. [17] in several ways. The main differences lie in the detection and decoding of the mark. Cox et al. embed a unique Gaussian distributed sequence into the coefficients. The Gaussian distribution is chosen to prevent attacks by colluding parties comparing independent copies of the image. O Ruanaidh et al. employ an alternative approach whereby a binary code is directly embedded in the image. One advantage of the latter approach is that it avoids the need to maintain large databases of watermarks. A disadvantage is that the sequences thus produced are discrete valued and therefore the watermark is less resistant to colluding parties. However, there is nothing to prevent one from using continuous watermarks to convey digital information. This would combine the best features of both approaches.

The discrete Fourier transform (DFT) may also be used in watermarking. The discrete Fourier transform of a real image is generally complex valued. This leads to a magnitude and phase representation for the image. Transform domain methods described above mark the components of real valued transforms. O Ruanaidh et al. [21] and O Ruanaidh et al. [17] have also investigated the use of DFT phase for the transmission of information. There are a number of reasons for doing this. First and most importantly, the human visual system is far more sensitive to phase distortions than to magnitude distortions [22]. Oppenheim and Lim [23] investigated the relative importance of the phase and magnitude components of the DFT to the intelligibility of an image and found that phase is more significant.
Second, from communications theory, it is well known that phase modulation can possess superior noise immunity when compared to amplitude modulation.

3 The block-mean approach

In this Section, we present an algorithm that forms the basis of understanding more sophisticated transform domain algorithms described later. Dautzenberg and Roland [9] and Caronni [24] have investigated a very simple technique for embedding watermarks in images. An image is divided up into blocks. The mean of each block may then be incremented to encode a '1' or decremented to encode a '0' (or vice versa). This is termed bi-directional coding. Alternatively, the mean may be incremented to encode a '1' and left unchanged to encode a '0'. This is termed unidirectional coding.

The block-mean approach suffers from the grave disadvantage that an enemy that is in possession of a number of independent copies of the image can compare the different copies and read most, if not all, of the encoded message. Caronni [24] shows that the expected number of undetected bits decreases exponentially with the number of copies. Caronni combats this particular weakness by randomising both the size of the blocks as well as the positions of the blocks inside the image. Despite its simplicity, the block-mean method of marking images has proven to be highly robust to lossy image compression, photocopying and colour scanning and dithering [24, 9].

The number of bits that may be encoded using the block-mean approach equals the number of blocks, and this in turn depends on the size of the image and the block size, as well as the width of borders around blocks. Realistically, for a typical image of size 256 × 256 pixels the number of bits that one can expect to encode is approximately one hundred bits. This number of bits may be adequate for some applications, even after taking into account the need for redundancy in the code for error detection and correction as well as code word authentication. However, as we will see, this capacity may be greatly increased by watermarking in the transform domain.

4 Transform domain watermark

This Section describes a transform domain watermarking algorithm. First, a simple form of modulation for placing bits on an image is outlined. Secondly, a technique for determining the number of bits to be placed at given locations in the image is described. Note that in this Section the DCT will be applied exclusively. However, there is no reason why other transforms cannot be applied in its place. Indeed, later in the paper examples of the use of other transforms for watermarking will be presented.

The following algorithm, which is adapted from JPEG [10] image compression and which is a hybrid between amplitude modulation and frequency shift keying, has been applied to watermarking:

1. Divide the image into blocks.
2. Subtract the mean of the block from each pixel in the block.
3. Normalise pixel values within each block so that they range between -127 and 127.
4. Compute the transform of the image block.
5. Modulate selected coefficients of the transformation (e.g. using bidirectional coding). The coefficients that are selected are those that are most relevant to the intelligibility of the image.
6. Compute the inverse transform, denormalise, add the mean to each pixel in the block and replace the image block in the image.

Steps 2 and 3 above produce a normalised image sub-block with zero mean. Although one of the DCT coefficients computed in Step 4 already contains the mean, Step 2 is not redundant because the normalisation in Step 3 may only be carried out if the mean of the block is zero.

Watermark detection is easily performed by carrying out Steps 1 to 4 above on the original image and the watermarked image in parallel and comparing the values of the coefficients.

4.1 The number of bits

The most important factor in embedding a bit stream in an image is to determine the number of bits that can be placed into a given image block.

In a highly textured image block, energy tends to be more evenly distributed among the different DCT coefficients. In a flat featureless portion of the image the energy is concentrated in the low frequency components of the spectrum.

As stated earlier, the aim is to place more information bits where they are most robust to attack and are least noticeable. This may be accomplished by using a simple thresholding technique. The first stage is to use visual masking and to weight the transform coefficients

\[ F(k_1, k_2) \)

The most significant components are then selected by comparing the component magnitude squared to the total energy in the block. The coefficient \( F(k_1, k_2) \) is selected if

\[ |G(k_1, k_2)|^2 \geq \varepsilon \sum_{k_1=0}^{N_1-1} \sum_{k_2=0}^{N_2-1} |G(k_1, k_2)|^2 \]

The quantisation tables [10] used in JPEG image compression can be exploited to choose the weighting in eqn. 1 for DCT watermarking with 8 × 8 blocks.

Lossy image compression algorithms are designed to disregard redundant information. Information bits placed within textured areas of the image are therefore more vulnerable to attack. There is a compromise to be reached between hiding a large number of information bits where they can least be seen, but where they can be attacked by image compression algorithms, or placing fewer bits on less textured but safer portions of the image. This may be achieved by opting for a moderately low value of threshold (e.g. \( \varepsilon = 0.2 \)).

It is worth noting that the number of bits that can be encoded using image transforms far exceeds that of the block-mean approach. The number of modulated DCT coefficients is generally around 10000 for a typical image. In the case of Zhao and Koch’s method, 3 bits of information are encoded into each 8 × 8 block. If the blocks are tiled over the image then one could obtain a maximum code rate of 3/64 bits/pixel.

It is important to note the differences between the aims in image compression and in watermarking.
images. In transform-based image compression, the goal is to obtain a small number of transform coefficients which can be used to obtain a good approximation to the original image. Small changes in the coefficient values should make little difference to the reconstructed image. However, the reverse does not necessarily hold since a small change to the image can result in a large change in the coefficient values (particularly when the basis images also change). This behaviour is obviously extremely undesirable since the embedded information depends on the value of these coefficients.

The severity of this effect depends on the image transforms being used. Ill-conditioning tends to be much more severe for image transformations whose basis images are data-dependent (e.g. the singular value decomposition (SVD)). Image transformations with fixed basis functions (e.g. DCT and wavelet transforms) tend to exhibit more stable behaviour.

5 Reliable communications

The material in this paper thus far has described methods for watermarking images. However, we have not yet addressed the other main component in the watermarking problem, namely the reliable transmission of the watermark.

Reliable communication was proven by Shannon [25] to be theoretically possible providing the information rate does not exceed a threshold known as the channel capacity. In this Section we make some rather idealised assumptions regarding the form of the noise corrupting a watermark and use information theory to derive rules for setting the optimal strength and location of the watermark x.

Let us write,

\[ x_i + n_i = y_i, \quad 1 \leq i \leq N \quad (3) \]

where \( x_i \) is one element of a watermark vector of length \( N \), \( n_i \) is an element of a noise vector and \( y_i \) is a element of a watermark distorted by image processing noise. All forms of image processing including vector quantisation, filtering and scanning introduce noise which degrades the watermark. We assume that the noise is additive, white, stationary and Gaussian:

\[ p(y_i|x_i) = p(n_i) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{(y_i - x_i)^2}{2\sigma^2} \right] \quad (4) \]

We also assume that the \( n_i \) are uncorrelated and that

\[ p(y_1, y_2, \ldots, y_N | x_1, x_2, \ldots, x_N) = \prod_{i=1}^{N} p(y_i|x_i) \quad (5) \]

Channel capacity [26] may be defined as

\[ C = \max_{p(x)} I(X; Y) \quad (6) \]

where the watermark probability density function \( p(x) \) is chosen to maximise the average mutual information \( I(X; Y) \).

According to Proukis [27] the capacity is maximised with respect to the distribution \( p(x) \) if

\[ p(x_i) = \frac{1}{\sqrt{2\pi\gamma^2}} \exp \left[ -\frac{x_i^2}{2\gamma^2} \right] \quad (7) \]

which is a zero mean Gaussian density with variance \( \gamma^2 \). In this case,

\[ I_{\text{max}} = \frac{1}{2} N \log_2 \left[ 1 + \frac{\gamma^2}{\sigma^2} \right] \quad (8) \]

Note that eqn. 7 would seem to support the use of a Gaussian distributed watermark such as that used by Cox et al. [4].

In image watermarking we might expect that the transmission of information is functioning under quite extreme conditions, in which case \( \sigma^2 >> \gamma^2 \), which implies

\[ \ln \left( 1 + \frac{\gamma^2}{\sigma^2} \right) \approx \frac{\gamma^2}{\sigma^2} \quad (9) \]

Substituting the above into eqn. 8 we obtain the following condition for reliable communication:

\[ \frac{\gamma^2}{\sigma^2} > (2\ln 2) \frac{J}{N} \quad (10) \]

where the \( N \) is the number of sites used to hide watermark information bits and \( J \) is the information rate. Eqns. 8 and 10 reduce to the more familiar form [1] if the 'bandwidth' \( B \) of the channel is set to half the number of sites, \( N/2 \). Note that the noise power can be considerably greater than the signal power and, in theory at least, the message may still be transmitted reliably!

The strategy for communicating the watermark is now clear. Because a watermark should be imperceptible the signal to noise ratio (SNR) is severely limited. Reliable communication can only be assured by increasing bandwidth \( B \) to compensate for poor SNR. Hence, in the case of watermarking the maximum number \( N \) of suitable transform domain coefficients should be exploited for hiding information in the image. An analogous situation occurs in satellite and mobile communications where SNR is limited by power restrictions at the transmitter. There are also many similarities to secret military communications where an opponent may also attempt to detect, intercept or block a transmission. Watermarking may be considered as being an application of spread spectrum communications [5].

The Shannon limit may be approached by applying error control codes. Robust error correction techniques can be employed if necessary. Methods for error control coding are described by Sweeney [28], Chambers [1] and Blahut [29].

Information theory also gives some insights into where the watermark should be placed. Let us assume that the image may be considered as a collection of parallel uncorrelated Gaussian channels which satisfy eqn. 3 above with the constraint that the total watermark energy is limited:

\[ \sum_{i=1}^{N} \gamma_i^2 \leq E \quad (11) \]

Using eqn. 4 and assuming that the noise variances are not necessarily the same in each channel, Gallager [26] shows that the capacity is

\[ C = \frac{1}{2} \sum_{i=1}^{N} \log_2 \left( 1 + \frac{\gamma_i^2}{\sigma_i^2} \right) \quad (12) \]

where \( \sigma_i^2 \) is the variance of the noise corrupting the watermark and \( \gamma_i^2 \) is the average power of the watermark signal in the ith channel. This is a more general form of eqn. 8. Capacity is achieved when

\[ \gamma_i^2 + \sigma_i^2 = T_h \quad \text{if} \quad \gamma_i^2 < T_h \quad (13) \]

\[ \gamma_i^2 = 0 \quad \text{if} \quad \gamma_i^2 \geq T_h \quad (14) \]

where the threshold \( T_h \) is chosen to maximise the sum on the left-hand side of eqn. 11 and thus maximise the
energy of the watermark. This result shows clearly that the watermark should be placed in those areas where the local noise variance \( \sigma_x^2 \) is smaller than threshold \( T_b \) and not at all in those areas where the local noise variance exceeds the threshold. Note that the simple analysis presented here assumes that the noise corruption suffered by the watermark, as a result of common forms of image processing, is Gaussian. This is not an accurate assumption to make in many cases. However, the Gaussian assumption is not a bad choice given that the aim is to derive rules and heuristics that apply in general to a number of fundamentally different image processing scenarios. The Gaussian noise model leads to a tractable analysis in many cases. Theoretically, it can also be considered to be a general noise model because of its conservative nature. Three justifications for its adoption in the absence of any information regarding the noise statistics include the central limit theorem [30], Herschel's theorem [31] as well as the principle of maximum entropy [32, 33]. In addition, additive white Gaussian noise theoretically gives the most difficult conditions in which to attempt communication [26]. Hence, the Gaussian noise assumption is actually quite conservative. A full analysis of the channel based on accurate knowledge of the noise statistics would lead to more accurate values for the channel capacity but would also be complicated by the need to evaluate difficult multidimensional integrals.

6 Examples

Fig. 1 shows 'Lena' watermarked using bidirectional coding and blocks with borders [9]. The image is of size 512\( \times \)512 pixels, the inner block size is 12\( \times \)12 pixels and the pixels are incremented by 3 to transmit a binary '1' and decremented by 3 to convey a binary '0'. The mark is for all intents and purposes invisible in Fig. 1 but may be detected quite readily [24, 9] even after lossy compression and scanning have been carried

Fig. 1 Lena weakly watermarked using bidirectional coding

Fig. 2 Lena strongly watermarked using bidirectional coding

Fig. 3 Lena watermarked using fourth-order Daubechies wavelets

Fig. 4 Watermark produced using Daubechies wavelets
out. The watermark conveys 441 bits of information in ASCII form and the standard message reads: ‘012345 This is a watermark...’. Fig. 2 shows the same image strongly marked with a perturbation of ±12 to make the mark readily visible.

Fig. 3 shows ‘Lena’ watermarked using the Daubechies wavelet transform. The block size is 8 x 8 and the maximum transform coefficient perturbation is ±5. The watermark is conveyed by modulating 15,551 transform coefficients. The standard message is repeated a large number of times to occupy all of the available capacity. Note that the presence of the mark introduces no visible degradation.

Fig. 4 shows the difference between the wavelet marked version of the standard image and the original, scaled by a factor of 30 and offset by 127 grey scale levels. Fig. 5 shows a similar difference image for a watermark produced using the DCT. As in the case of the wavelet watermark, the DCT block size is 8 x 8 and the maximum transform coefficient perturbation is ±5. The DCT watermark is conveyed by modulating 11,933 transform coefficients and the standard test message is repeatedly encoded as before.

Fig. 6 shows a watermarked image of a wolf on a snowy background. The image is of size 768 x 512. This image is very interesting from our point of view because it combines smooth background regions (the snow) with highly textured regions (the wolf). The watermark was produced using the Hadamard transform with an energy threshold ε = 0.2. The block size is 8 x 8 and the transform coefficient perturbation is ±10. The watermark is conveyed by modulating 3,840 transform coefficients. The absolute difference between the original image and the marked image, contrast enhanced using histogram equalisation, is shown in Fig. 7. In this case, areas with high information density (expressed in terms of the number of embedded watermark bits per block) are white, while areas which attract fewer watermark bits are darker. The outline of the wolf’s head is quite clear. Note that, as before, information density is higher in textured regions.

Fig. 8 shows a segment of a watermarked image of Lena after JPEG [10] image compression followed by cropping. The size of the segment is 512 x 200 pixels. The watermark embedded in the uncropped image is 4,096 bits long and the blocksize is 8 x 8 (i.e. just one bit per block). The encoded message consists of 32 bits (‘0123’ in ASCII). The watermark was placed using a DCT and the perturbation in the coefficient values was ±10. JPEG was applied with a standard setting of 50 and no smoothing was used. By judicious use of concatenated error control codes [29, 1, 28] the watermark was recovered with ease from this cropped section.

It is apparent upon examining the watermarks in Figs. 4, 5 and 7 that the transform-based marking schemes possess a number of desirable features. One can mark according to the distribution of energy within the coefficients. In this way, one can place watermarks where they are least noticeable, such as within image texture and around edges. As a result, the watermark exhibits a ghost-like resemblance to the original image.
7 Conclusion

This paper has outlined a scheme for embedding robust watermarks in digital images. The watermarks are designed to be invisible, even to a careful observer, but contain sufficient information to identify both the origin and intended recipient of an image with a very low probability of error.

One key feature of the transform-based methods is that information bits can be placed adaptively, thereby making the watermark more robust to attack. A watermark is made imperceptible because it is designed to match the characteristics of the image to be protected. Transform-based methods have proven to be reasonably robust to image compression and standard image processing operations. In addition, transform-based methods yield a relatively large number of transform coefficients in which to embed the watermark. Future work will include the use of human visual models in designing watermarking schemes. The application of suitable error correction codes and digital signature techniques will also be investigated. In particular, the statistical characteristics of the watermarking channel need careful study. It is known that the distribution of the DCT coefficients of a typical image is well approximated by a Laplacian distribution [18]. It has been observed that the noise distortion imposed on the watermark by common image processing operations is non-Gaussian and impulsive in nature. Soft error control codes designed for additive wideband Gaussian noise (AWGN) channels (e.g. Reed-Muller codes) are not particularly effective in this application. The design of an optimal detector for the watermark depends on a clear knowledge of the noise statistics because such a detector can only be as good as the model assumptions upon which it is based. Finally, work will continue on devising watermarking schemes that do not require the original image to decode the watermark [21].
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