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Summary

This thesis is concerned with exploring the use of machine learning in comparison to traditional linear methods for the genomic prediction of complex traits. Special attention is paid to the issue of confounding in large-scale population studies using genetic data and how best to ensure that the models developed from such data remain bias-free. The thesis explores several quantitative traits in *Arabidopsis thaliana* as well as human disease genetics using an amyotrophic lateral sclerosis patient database.

The first chapter of this thesis is a general introduction to the fields of quantitative genetics, genomic prediction, and machine learning. It covers both the history behind some of the concepts in the field as well as current best practices and techniques. The remaining chapters also carry smaller, more specific introductions to their respective topics.

The second chapter explores the use of genomic prediction for the prediction of complex traits in *Arabidopsis thaliana*. It finds that machine learning methods are sometimes able to statistically out-compete the traditional linear methods but that the overall gain in performance is generally modest. Performance was found to be dependent on the specific trait under consideration as well as feature selection method and input feature-set size. Best practices are discussed from this data and considerations on the interpretation of the results are discussed.

The third chapter focuses on a large dataset of cases and controls in a form of human motor neuron disease known as amyotrophic lateral sclerosis. It also investigates the ability of machine learning methods to improve upon standard practices in the field of human genomic prediction. The results in this chapter show that improvements upon the baseline model are
not guaranteed and any additional discriminatory power is again generally modest. Similarly to the second chapter, performance was found to be dependent on feature selection method and input feature-set size. The limitations of using amyotrophic lateral sclerosis data are also discussed.

The fourth chapter is concerned with the development of novel techniques for reducing bias in non-linear genomic prediction models. It discusses several new approaches to incorporating adversarial components into neural networks and how confounding may be measured and reduced during model learning. This chapter finds that the distance correlation between prediction and confounding variables may be a useful metric to track bias in model building and that certain adversarial network designs can help to mitigate this bias.

The final chapter gives a general discussion of the results from the previous chapters, as well as their implications, and directions for future work. Overall, this thesis supports the continued use of machine learning methods in the field of genomic prediction, especially as sample sizes and computational power grows. However, the results presented here also point towards moderate expectations of future performance gains. This thesis also cautions against the use of machine learning models using genomic data without serious attention being paid to the issue of confounder handling in model development. Some techniques to address this problem are proposed, and further work on this area is considered especially important to prioritize over the coming decade as both machine learning and genomic prediction models continue to be implemented clinically.
“Let us keep looking, in spite of everything. Let us keep searching. It is indeed the best method of finding, and perhaps thanks to our efforts, the verdict we will give such a patient tomorrow will not be the same we must give this man today.”

Jean-Martin Charcot (1889)
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Chapter 1

General Introduction

1.1 Complex Traits

1.1.1 Background

One of the fundamental questions in genetics has always been how an individual’s genotypes relate to their various phenotypes. For Mendelian traits, this pathway is normally well-understood, for example how variants in the starch synthesis gene affect seed shape in peas, or the ways in which missense mutations in the \textit{CFTR} gene lead to abnormal mucosal thickness and cystic fibrosis disorder in humans (Thomas 2014). However, for the vast majority of traits and diseases, these genotype-to-phenotype maps are much more complex and much less understood. They can be affected by thousands of genes, interacting with one another and their environment, largely in a non-deterministic and probabilistic manner. These traits, whose variation is affected by both genetic and non-genetic influences, are known as complex traits and disorders (Falconer and Mackay 1995; Walsh and Lynch 1998).

The field of genomic complex trait analysis is thus concerned with quantifying and understanding the genetic component of any given phenotype of interest. This involves
describing its genetic architecture\textsuperscript{1}, elucidating the cellular and higher-order pathways through which the phenotype manifests, and ultimately how best to predict the trait value of interest (or risk of disease) given a particular genotype. This understanding not only contributes to furthering basic biological knowledge, but can also be an important tool in improving the outcomes of drug discovery and agricultural breeding programmes. Accurate genomic risk estimates of human disease can help in personalized and preventative medicine, and are now beginning to move into the clinic (Lewis and Green 2021; Torkamani et al. 2018).

In the early twentieth century, there was academic debate about how best to reconcile the results of Mendel’s discrete inheritance laws with the observations of quantitative (i.e. continuous) traits that Darwin had shown to also be affected by evolution through natural selection. Ultimately, seminal work by Ronald Fisher, Sewall Wright, and John Haldane synthesized these two apparently conflicting understandings of genetics through statistical means (Fisher 1919; Provine 1971). The “infinitesimal” model that was developed involved discrete genetic particles, each undergoing independent Mendelian segregation, and each with a relatively modest effect on the trait value. The smooth continuous variation measured in the ultimate phenotype is as a result of an underlying normal distribution of these various small effects (see Fig. 1.1). It was shown that there was no inherent conflict between Mendel’s inheritance laws and Darwin’s theory of evolution through natural selection. In fact, these genetic particles were the exact raw material that natural selection acted upon.

\textsuperscript{1}The genetic architecture of a trait describes the effect size and allele frequency distributions of said trait, as well as its polygenicity and patterns of interactions with environmental and other genetic factors (Mackay 2001).
1.1 Complex Traits

Fig. 1.1 **Infinitesimal Model**: Figure shows how discrete units of inheritance can combine and result in a continuous distribution of phenotype values. Phenotype values and their frequency are shown at: (a) A diallelic locus. (b) Two diallelic loci. (c) Six diallelic loci. (d) A great number of diallelic loci, resulting in a smooth continuous distribution of phenotype values. *Recreated and adapted from Ridley (2004).*

By and large, this is still how the additive genetic components behind complex traits are modelled today, with variation per trait in the number of loci involved, their independence (i.e. through linkage), effect sizes, and overall distribution shape.

1.1.2 Non-additive Effects

The most basic infinitesimal model assumed for simplicity that there were no interactions between genetic factors and that each summed additively. However, non-additive effects were known to exist from experiment, and early work in statistical genetics was very much concerned with the consequences such effects could have on the variation observed in a trait (Walsh and Lynch 1998). For example, under additivity at a single diallelic locus, the expected value of the heterozygote is half the average difference in phenotype between the

\[ \text{Expected value of heterozygote} = \frac{1}{2} (\text{Average difference}) \]

\[ \text{Created using BioRender.com} \]
two homozygous states in the population. There may, however, be a dominance factor at play that shifts this heterozygote value above or below the mean difference.

In addition to dominance effects, the observation of non-additive interactions at different chromosomal locations was given the term *epistasis*. It should be noted that there is some variation regarding the definition of epistasis and its meanings are not always interchangeable (Cordell 2002). Broadly, epistasis can be understood as any interaction between two or more genes, however, this thesis is largely concerned with *statistical epistasis* which is defined as any deviation from a purely additive model of effects between genes.

### 1.1.3 Heritability

In order to understand the variation underlying a phenotypic trait \(V_P\), it is possible to decompose the overall variation into components reflecting the contributions of genetic \(V_G\) and environmental effects \(V_E\) as can be seen in Equation 1.1 (Falconer and Mackay 1995; Walsh and Lynch 1998). The environmental effects include residual effects that are stochastic in origin, as well as maternal effects, among all other environmental exposures.\(^4\)

\[
V_P = V_G + V_E \tag{1.1}
\]

\(^3\)The term as coined by William Bateson describes the phenomenon of an allele masking the effect of another at a separate locus (Bateson 1909). This was observed when conducting breeding experiments with both plants and animals. This specific *Batesonian epistasis* was an important step in understanding the inheritance of quantitative traits. The definition of *biological epistasis* can be described as any "situation in which the qualitative nature of the mechanism of action of a factor is affected by the presence or absence of the other" i.e. protein-protein interactions in the cell (Cordell 2002; Siemiatycki and Thomas 1981). This is important when trying to understand the genotype to phenotype maps that underlie a trait of interest, as well as in targeted drug development.

\(^4\)This framework can be expanded to include *genotype × environment* interactions but this has been omitted for clarity. The exact complications that arise from such considerations are largely beyond the scope of this thesis but some are addressed in Chapters 4 and 5.
An important population parameter one can estimate from variance decomposition is the heritability, which may be defined in both a *broad* and *narrow* sense. The broad-sense heritability ($H^2$) of a trait is defined as the ratio between the genetic variation in a trait and the total phenotypic variation ($V_G/V_P$). This number represents the absolute upper bound for explained variance using prediction methods that utilize genetic information as their sole discriminator.

It is possible to further decompose the broad-sense heritability into additive and non-additive components (see Equation 1.2). The ratio between the strictly additive genetic component of trait variation ($V_A$) and the phenotypic variance ($V_A/V_P$) is termed the narrow-sense heritability ($h^2$) and is useful in estimating response to selection efforts and the resemblance between relatives. The breeding value of an individual, important in agricultural selection, can be estimated by multiplying a trait’s $h^2$ by the difference between the individual’s phenotype and the population mean. Additional pedigree and genomic information can also be used in the calculation of a breeding value.

The non-additive variances include dominance ($V_D$) and epistatic variance ($V_I$) which are discussed further in Section 1.1.4.

\[ V_G = V_A + V_D + V_I \] (1.2)

The quantitative genetics framework developed by Fisher has been expanded to also account for binary/dichotomous traits, such as some important human diseases, with the development of the liability-threshold model (Falconer 1965; Wright 1934). An underlying normally distributed liability is presumed to exist within a population but only those individuals who cross a certain value threshold manifest in having the disease (see Fig. 1.2). Thus, many tools that are appropriate for analyzing normally distributed variables can also be used, with some modification, in complex disease genetics.
Fig. 1.2 Liability-Threshold Model\textsuperscript{2}: When liability exceeds a certain risk threshold; the binary trait manifests. Below the threshold, all members of the population remain unaffected. An individual’s total liability can be modelled as a function of both genetic and non-genetic factors.

As this underlying risk distribution is again a combination of genetic, environmental and stochastic factors, the variation may be decomposed into its various components and the heritability estimated.

Traditionally, heritabilities have been estimated from detailed pedigrees and, particularly in humans, twin studies. Under a few assumptions, including an equal shared environment, the difference in phenotype correlation between monozygotic and dizygotic twins can be attributed to the higher fraction of genomic sharing among monozygotic twins, and thus used to estimate the overall heritability (Verweij et al. 2012)\textsuperscript{5}. The heritabilities for many human traits (behavioral, physical, and biochemical) and diseases have been estimated over the decades. Although high heritabilities are frequently observed for both rare and common human disorders, the amount of variance explained by established effect alleles for most traits thus far remains significantly lower than that of the aforementioned theoretical maximum.

\textsuperscript{5}For a detailed consideration of heritability estimation in plants, see Section 2.1.2
This is known as the ‘missing heritability’ problem (Manolio et al. 2009; Torkamani et al. 2018).

It is important to recognize that the estimated heritability value is population-specific and not fixed in time or space, as it is a ratio of two variances. Both the numerator and denominator can change and affect its measured value. For example, the heritability of human height may vary depending on the country in which the measurements took place; there may be varying nutrient availability during childhood or differences in the allele frequencies of causal variants that increase height (Visscher et al. 2008).

1.1.4 Variance Component Analysis

It must be noted that the additive variance captured in $h^2$ does not only refer to the effects of additive gene action at the molecular level. Importantly, non-additive biological effects can be partly subsumed into the additive variance (Falconer and Mackay 1995). This is true of both dominance and epistatic effects, and is dependent on allele frequencies in the studied population. The implications of this are that a purely additive genomic prediction model is able to exploit some non-additive interactions in its prediction.

Nevertheless, dominance variance is often found to be a large fraction of the total genetic variance in various organisms; an average $V_D$ figure of 38% was found from a thorough literature review (Charmantier et al. 2014). Epistatic variance is particularly challenging to estimate in non-clonal populations and an agreed estimate is lacking (Hemani et al. 2013). The importance of non-additive genetic variance is particularly debated in humans, and it is common to solely focus on additive variance and additive prediction methods (Hill et al. 2008; Mäki-Tanila and Hill 2014; Moore 2003; Zhu et al. 2015).

An underappreciated point when discussing the relative importance of genetic variances is that the standard parameterization into additive, dominance and epistasis variances is not the only framework by which to decompose a phenotype (Dai et al. 2020; Huang and
Mackay 2016). The classical partition (see Equation 1.2) assumes a particular genetic architecture by first maximizing additive genetic variance before calculating dominance and then epistatic variance (Carey 2003). One can get a misleading picture of the actual genetic architecture of a trait with such an approach. Alternate partitions whereby epistatic variances are first maximized might be more informative of underlying gene action depending on the actual genotype-phenotype map. This point has important implications for how an optimal prediction model might be constructed for an individual’s phenotype\(^6\). It has been shown that is not necessarily the case that the classical partitioning of variance into additive and then non-additive effects is always the ideal framework for approaching a given genomic prediction task (Morgante et al. 2018; Ober et al. 2015). The optimal prediction method depends on the actual genetic architecture of the trait, even when the magnitude of the non-additive variance is significantly less than the additive variance. It therefore cannot be assumed \textit{a priori} that linear models will be the most favourable prediction approach for any given trait of interest.

### 1.2 Modern Quantitative Genetics

The field of quantitative genetics has grown immensely in the more than one hundred years since its inception, aided by a greater understanding of the molecular basis of inheritance, DNA-sequencing technologies and novel statistical methods for genomic mapping, heritability estimation, variant association and phenotype prediction.

\(^6\)This is in contrast with response to selection and designing generational animal breeding programmes, where the traditional additive variance (\(V_A\)) is extremely important. Individual-level prediction within a generation (the focus of this thesis) is a separate task where considering the non-additive variance may play a more important role (see Huang and Mackay (2016)). The utility of the classical partitioning in the genomic selection of plants has also been questioned (see Section 2.1.2).
The modern development of techniques and tools in statistical genomics has allowed for an ever more clear picture of the genetic architecture of various traits and diseases, although much more remains to be uncovered.

1.2.1 Genetic Data

Although whole-genome and whole-exome sequencing data are becoming more and more amenable to the types of large-scale analyses conducted across populations in complex trait genetics, this thesis is concerned with single nucleotide polymorphism (SNP) data. When considering variation across a population, it is useful and cost-effective to ignore loci with no variation (99% of the human genome), and so SNP-chips make use of DNA micro-arrays to sequence specific base-pairs with known variability (LaFramboise 2009). The number of SNPs captured by such an array can order in the millions. SNP data can even exploit large-scale linkage disequilibrium (LD) across the genome and capture large genomic segments that occur in linkage blocks by imputing the missing information probabilistically (Li et al. 2009).

1.2.2 Association Techniques

The most widely used method for measuring a SNP’s effect on a given phenotype is the Genome-Wide Association Study (GWAS) (Altshuler et al. 2008; Visscher et al. 2017). In its most basic form, the phenotypes \( Y \) of each \( N \) individuals are regressed against the population’s minor allele counts \( X_i \) for each diallelic SNP. Generally, independence between SNPs and additivity among the allele counts\(^7\) is assumed. From a linear regression, effect sizes \( \beta_1 \) and error estimates can be calculated (see Equation 1.3) and the SNPs then ranked

---

\(^7\)The allele counts will be 0, 1 or 2 for diploid organisms.
by their $p$-value $^8$. 

$$Y_i = \beta_0 + \beta_1 X_i$$  \hspace{1cm} (1.3) 

For binary traits, logistic regression can be implemented and the odds ratios calculated for each SNP. The Manhattan plot is a useful way to visualize the results of a GWAS, with the skyscraper-like peaks representing genomic regions of high association with the phenotype (see Fig. 1.3).

![Manhattan Plot Example](image)

Fig. 1.3 **Manhattan Plot Example**: The dashed line represents a significance threshold of $10^{-8}$. Significant peaks on chromosomes 6, 8 and 13 are clearly visible.

As millions of SNPs are tested independently in a single GWAS, the problem of multiple testing arises (Johnson et al. 2010). One simple and common method to deal with this issue is to use the conservative Bonferroni correction on $p$-values in order to label an association as significant. Permutation-based and other methods have also been used to calculate more appropriate significance thresholds. There remains debate as to the best way to calculate such a threshold (Chen et al. 2021).

One can extend the simple linear GWAS protocol to detect epistatic interactions between SNPs or to model dominance/recessive allele effects. An exhaustive search of all pairwise combinations

---

$^8$\(\beta_0\) is simply the regression constant and the y-axis intercept. In a GWAS, it is the mean phenotypic value of those individuals homozygous for the major allele.
interactions between millions of SNPs is very computationally intensive and exacerbates the multiple testing problem inherent to GWAS (Wei et al. 2014). To reduce the search space, a hypothesis-driven approach can be taken where only genic SNPs or those in regions known to be related to the phenotype are examined. When moving beyond pairwise comparisons to higher-order comparisons, the problems associated with detecting epistasis compound.

One way to mitigate the problem of multiple testing is to fit all SNPs simultaneously using a linear mixed model (LMM) (Hayes 2013). This procedure can be referred to as Mixed Linear Model Association (MLMA). This approach is powerful in the common situation when there are many more markers than individuals in the reference population. These models also have the advantage of automatically controlling for the unwanted effects of population structure and cryptic relatedness, a problem explored in detail in Section 1.3 (Yang et al. 2014). Genomic analysis software now commonly implement LMM methods for association in humans, such as PLINK and GCTA (Purcell et al. 2007; Yang et al. 2011). One of the most widely used mixed models approaches in non-human genetics is the genomic best linear unbiased prediction (gBLUP). The gBLUP method makes use of the LMM, where SNPs are modelled as fixed effects, to evaluate all possible QTLs in the genome, with the assumption that effect sizes are small and normally distributed.

gBLUP was introduced as an extension of the traditional best linear unbiased prediction (BLUP) through the incorporation of a genomic relationship matrix (GRM) rather than the previous reliance on pedigree information in accounting for covariance between relatives in the population (Habier et al. 2007; VanRaden 2008). The GRM consists of the realized proportion of shared genome for each pair of individuals within the matrix. gBLUP is generally more accurate than BLUP as it relies on the actual relatedness between individuals (even distantly so) rather than their assumed relationship. It is a standard method of choice in animal and plant association/prediction tasks, while also being applicable to human data (Yang et al. 2010).
1.2.3 Genomic Heritability Estimation

Mixed models have also been implemented on population-scale SNP datasets to estimate heritabilities (Evans et al. 2018; Yang et al. 2010). Although these models can often result in lower heritability estimations than as with twin studies, by and large, the substantial role of genetics in the variation of many complex traits has been upheld (Visscher et al. 2008). Importantly, they have the ability to decompose the results into additive (allowing for the calculation of the narrow-sense heritability) and non-additive genetic variances (Zhu et al. 2015). Other common methods to calculate heritability using genomic data include LD-score regression and examining the extent of identity-by-descent (IBD) sharing between individuals instead of those inferred by pedigree (Bulik-Sullivan et al. 2015; Visscher et al. 2006).

1.2.4 Genomic Prediction

With the summary statistics from a GWAS, one can create a score from an individual’s SNP profile in order to predict their phenotype. In humans, this is generally done by using a polygenic risk score (PRS) as seen in Equation 1.4 (Choi et al. 2020). For an individual, this is simply a summation of all $M$ included SNP effects ($\beta$), each multiplied first by their corresponding genotype dosage$^9$. The main parameter of interest that varies when constructing the score is the $p$-value threshold for inclusion of SNPs.

$$PRS = \sum_{j=1}^{M} \beta_j \times Dosage_j$$

(1.4)

Generally, the thresholding is preceded by a pruning step whereby only a subset of SNPs free from high LD with one another are chosen in order to include only independent effects.

---

$^9$Dosages are 0, 1 or 2 for humans and other diploid organisms.
Another method for choosing which SNPs to include is termed clumping. This involves choosing the top SNP in each linkage block, and is generally preferable to pruning as it takes $p$-value into account before thresholding.

**Metrics**

When evaluating the success of a PRS for a quantitative trait, generally the coefficient of determination ($R^2$) is the metric of choice. The $R^2$ measures the amount of variance in the phenotype that is explainable by the score. The upper-bound for this score would be the narrow-sense heritability although in practice it is often much lower (Manolio et al. 2009). The calculation of $R^2$ can be seen in Equation 1.6. The sum of squared estimate of errors (SSE) and the total sum of squares (TSS), defined in Equation 1.5, can be understood as the unexplained variation and total variation respectively. Equivalently, it is the explained sum of squares (ESS) as a fraction of the TSS.

\[
TSS = ESS + SSE \quad (1.5)
\]

\[
R^2 = 1 - \frac{SSE}{TSS} = \frac{ESS}{TSS} \quad (1.6)
\]

For binary traits, the concept of variance explained is not simply defined and so pseudo-$R^2$ metrics are used, such as Nagelkerke’s $R^2$. It is advisable to adjust this metric for prevalence in the case of a disorder that is less common in the overall population than the collected dataset (as is common in order to increase power in the analysis). A few variants of pseudo-$R^2$ measures have been developed with some debate as to the most appropriate (Choi et al. 2020; Lee et al. 2012).
Another useful metric in disease genetics is the area under the curve (AUC)\(^{10}\). The curve is drawn by plotting the true positive rate in classification against the false positive rate (see Fig. 1.4).

![AUC Plot for Binary Classification](image)

**Fig. 1.4 AUC Plot for Binary Classification**\(^2\): The dashed line represents an AUC of 0.5 which is equivalent to random chance classification between a single case and single control. The area under the unbroken line represents an AUC of \(~0.8\) which is a much better discriminator.

The area under such a curve describes the probability of correctly classifying a randomly selected pair of one case and one control. To be clinically useful, a minimum AUC value of 0.75 is recommended (Janssens et al. 2007). The AUC can also be affected by disease prevalence in the sample, and so adjustment may be necessary (see Section 3.1.1) (Cook 2007).

An important but commonly overlooked performance metric when analyzing binary outcomes such as disease is a model’s calibration (Cook 2007; Van Calster et al. 2019). When consulting the AUC, which is a single number, one does not get information on individual risk estimates in the sample. These risk estimates may be systematically under- or over-inflated leading to possible mistreatment of patients. Therefore, it is important to measure the calibration of a model which is defined as the “agreement between the estimated

---

\(^{10}\)Technically, this is specifically referring to the area under the receiver operating characteristic (AUROC), but the term AUC as shorthand is most commonly seen in the genetics literature.
and observed number of events”. Ideally, one should observe disease manifestation in 75% of the cohort of patients who are predicted to be at 75% risk of disease over a given interval. Calibration, therefore, can be observed in a reliability diagram which plots the observed proportion of cases against the predicted risk in a sample (see Fig. 1.5). A model with a lower AUC but better calibration than another model could be more clinically useful, and so both metrics are important in binary classification tasks (Steyerberg 2019). Poor calibration can be rectified through methods such as Platt scaling which transform the output into improved probability estimates (Platt et al. 1999). The procedure is fairly straightforward and simply involves fitting a logistic regression model on the original output to result in more well-calibrated prediction probabilities.

![Calibration Reliability Diagram](image.png)

Fig. 1.5 **Calibration Reliability Diagram**: The straight dashed line represents perfect calibration between the predicted risk and the observed number of cases at that risk level. The curve above this line is systematically under-forecasting the risk level for individuals, while the curve below is over-forecasting. The calibration curve of a predictive model may also be S-shaped whereby it under- and over-forecasts at different levels.

1.3 **Population Structure and Confounding**

The associations detected between genetic variants and phenotypes may not arise solely out of direct biological effects, but may instead be confounded by non-genetic effects correlated with ancestry differences within the population (Barton et al. 2019). The development of
statistical methods to detect and adjust for the confounding effects of population structure has been one of the main priorities of the complex trait field in the GWAS era.

A canonical example of this phenomenon is a hypothetical GWAS conducted on chopstick use in a mixed population (Barton et al. 2019; Lander and Schork 1994). Although there may exist actual variants (related to a trait such as dexterity) that could affect chopstick use, the most significant SNPs identified in such a GWAS would most likely be those that reflect East Asian ancestries. Such spurious associations reflect cultural differences in the use of chopsticks, and yield no genuine insights into the actual trait biology. This principle holds true across virtually all complex traits and diseases in human populations, as we cannot ignore the myriad ways in which culture, society, and the environment play a role across ancestries. This could apply even on relatively small geographical scales such as sub-regions within countries.

Even in a hypothetical setting in which environmental differences were negligible, confounding by shared genetics (i.e. cryptic relatedness) within a population would also exist (Vilhjálmsson and Nordborg 2013). The correlation between causal loci and the shared genetic background of distantly related individuals in the sample population would lead to many false positive associations with ancestry-related SNPs. For these reasons, one must be careful when associating genetic variables to phenotypes to account for any confounding variables.

1.3.1 Principal Component Analysis

In order to account for confounding, it is common to include covariates during a GWAS regression that account for factors (sometimes termed nuisance variables) such as sex, age and population structure in the sample. The most popular approach taken by geneticists with regard to generating covariates that tag population structure is called principal component analysis (PCA) (Price et al. 2006). The procedure involves a dimensionality reduction step
that calculates a set of vectors called principal components (PCs) from a higher-dimensional array. These PCs are uncorrelated with one another whilst explaining the maximum possible amount of variation in the data. The vectors sequentially explain less and less variation meaning that a relatively small number of PCs can capture much of the variation in a very high-dimensional space.

It has been found that the first PCs of genomic SNP-matrices tend to describe broad ancestry patterns in the population, and so can be included as covariates in a GWAS in order to offset confounding effects of population structure (Novembre et al. 2008). There remains some debate about the effectiveness of this approach, as well as how best to determine the exact number of PCs to include\textsuperscript{11}, but PCA remains standard practice for genetic association and prediction tasks (Abegaz et al. 2019).

1.3.2 Mixed Model Approaches

As mentioned in section 1.2.2, the use of a LMM can also account for confounding in a sample. Through the use of a GRM as a random effect, that captures the realized proportion of shared genome for each pair of individuals within the matrix, the model can account for population structure and cryptic relatedness during SNP association. These two techniques are not mutually exclusive and one can include PCs as covariates during an MLMA.

1.3.3 Genomic Prediction

Population structure must be corrected for not only at the association stage but also during any prediction using the most significant SNPs (Choi et al. 2020). In human polygenic risk scoring, if the target population for prediction is ancestrally similar to the base population

\textsuperscript{11}For more details on the considerations of a PCA procedure see Section 4.1.1.
from which the GWAS was performed, correction with PC covariates is generally seen as sufficient. However, if the populations are too genetically dissimilar, wide variation in prediction accuracy can occur. This arises due to confounding, but is also due to large-scale differences in LD structure across human populations. This reality creates a problem for the potential utility of PRS, as the vast majority of GWAS have been conducted on those with predominantly European ancestries and may not be applicable to those of differing backgrounds (Martin et al. 2017). This disparity in representation has been slightly improving over the last decade and the task of creating diverse genomic risk assessment tools is becoming more widely undertaken (Lewis and Green 2021; Márquez-Luna et al. 2017; Mills and Rahal 2020).

Although it is largely the aim of genetic association techniques to detect purely causal variants, when dealing with medical risk prediction there is some debate as to whether or not it is strictly necessary to ensure the predictors are entirely free from confounding (Abdellaoui and Verweij 2021; Barton et al. 2019; Kaplan and Fullerton 2022; Wray et al. 2013). Population structure (acting largely as a proxy for non-genetic effects), despite not being causal, may nonetheless be important in identifying those at most risk of a certain disease and those who may best be put forward for early-screening. Although an individual’s score may be derived from a combination of genetic and non-genetic sources, the risk could remain very much present. There is no universal agreement among academics and clinicians regarding this point, but it is worth noting here.

### 1.3.4 Validation

The gold-standard approach in humans to validate that a genomic risk score is not confounded is through the use of a within-family (sibling) study (Choi et al. 2020; Lello et al. 2020). Environmental variation, and the effects both caused and tagged by population structure (see Section 1.3), are limited in this design, and so any variance explained by the score should be
as the result of a true causal effect. Typically, the $R^2$ revealed in these designs is significantly lower than those seen in population-wide data. The availability of such datasets is quite limited, although they are growing in number as their importance in PRS validation has become clear.

1.4 Machine Learning

Machine learning (ML) refers to the use of a set of algorithms that are trained to detect and exploit complex patterns in data that can then be used to make predictions on previously unseen test datasets (Friedman et al. 2009; Géron 2019; James et al. 2021). For genomic prediction, the training dataset generally consists of individual-level genotype inputs and phenotype value outputs. As the training individuals’ trait values are labelled, this is referred to as a supervised prediction problem.

Although more simple models may provide causal insights into how input variables relate to the output, the appeal of some machine learning families lies in their greater flexibility to model complexity, such as that which may arise from the genetic architecture of a trait. The exact genotype-phenotype map may remain obscured, however.

It is important to note that not all machine learning methods are non-linear, such as regularised regression models (Ridge and LASSO) or linear support vector machines (LSVMs) that are discussed below. However, these approaches may, in some instances, still be more suitable for the genetic architecture underlying certain traits (e.g. via effective regularisation and feature selection) and the resulting models may provide a more appropriate framework to capture some non-additive biological action as explained in Section 1.1.4.

When training a machine learning model, many hyperparameters of the chosen model type may need to be optimized, depending on the specific machine learning method in question. This can be achieved by searching through various combinations of these hyperparameters, with time and computational power usually being limiting factors. As a result of these
complex optimization techniques, the final models are often not readily interpretable because they can involve complicated high-dimensional non-linearities.

When training a machine learning algorithm there is a risk that the model learns certain idiosyncrasies and patterns in the training data that do not apply to the outside test data. This problem is known as overfitting. For this reason, a penalty feature is often included in machine learning algorithms that penalize complexity (variance) in the final model. This penalization is referred to as regularization.

Fig. 1.6 Overfitting Example²: The blue dotted line represents a model that is overfitted to the data, as it tries to closely match every point. It will probably not generalize well to new data. The red unbroken line will probably be a better predictor, as it has less variance.

A brief explanation of the concepts behind the various machine learning methods used in this thesis is given below:

1.4.1 Modified Regression - Shrinkage Methods

To understand some basic machine learning algorithms, we can extend the linear regression model used in GWAS (see Section 1.2.2) except with multiple variables being fit simultaneously (see Equation 1.7). Similar to Equation 1.3, one is interested in finding the optimum parameter values ($\beta$) for the regression by minimizing the loss ($\mathcal{L}$) function through the ordinary least squares approach. The loss in this multivariate problem is the SSE seen in Equation 1.6
and which is also the basis for other ML techniques. This multiple linear regression (MLR) itself is considered to be a machine learning algorithm although it is strictly linear in its construction and there are no hyperparameters to be tuned (Bishop 2006; Friedman et al. 2009).

\[
\mathcal{L}_{\text{MLR}} = \text{SSE} = \sum_{i=1}^{N} (Y_i - \beta_0 - \sum_{j=1}^{M} \beta_j x_{ij})^2
\] (1.7)

Extensions to linear regression that put a penalty on the number or the magnitude of coefficients are Ridge regression and Least Absolute Shrinkage and Selection Operator (LASSO) regression respectively (Friedman et al. 2009). By shrinking some coefficients towards zero, a ridge regression model tends to become more sparse and has the possible advantage of reducing overfitting and model complexity (see Equation 1.8). A tuning hyperparameter lambda (\(\lambda\)) needs to be learned that controls the strength of regularization appropriate for the data at hand. This technique is also known as L2-regularization regression.

\[
\mathcal{L}_{\text{Ridge}} = \text{SSE} + \lambda \sum_{j=1}^{M} \beta_j^2
\] (1.8)

LASSO regression is similar except it takes the absolute value of the coefficient into account rather than the square (see Equation 1.9). This allows for the shrinkage of some coefficients to absolute zero (essentially performing feature selection and removing them from the model). This technique is also known as L1-regularization regression.

\[
\mathcal{L}_{\text{LASSO}} = \text{SSE} + \lambda \sum_{j=1}^{M} |\beta_j|
\] (1.9)

Both these machine learning methods have been used extensively for genomic prediction with success (Ogutu et al. 2012).
1.4.2 Support Vector Machines

Support Vector Machines (SVMs) are another popular machine learning method (Géron 2019; James et al. 2021). In the simplest example, and considering a two-dimensional classification problem, a straight-line decision boundary\(^{12}\) can be drawn the maximizes the distance between two classes (see Fig. 1.7). The distance between the two hyperplanes on either side of the decision boundary, on which the closest points of each class lie, defines the maximal margin of the SVM. The marginal cases themselves are called the support vectors. A hyperparameter can be tuned on how strict the model should be in penalizing any instances of margin violations past the hyperplanes. For classes that are not easily linearly separable, even after allowing for some margin violations, a kernel transformation can be applied that projects the data into a higher-dimensional feature space. This projected data may be more easily separable by a decision boundary that maximizes the distance between classes (see Fig. 1.8). This transformation is performed at a relatively low computational cost through what is known as the “kernel trick”. When the decision boundary in the high-dimensional space is back-transformed, a non-linear curve is obtained that can separate the classes. Both a polynomial and Radial Basis Function (RBF) kernel are investigated here.

SVMs for regression are similar in their construction except that, unlike in classification, the goal is to fit as many instances within the margin as possible. The resultant decision boundary then gives the line of best fit from which predictions are made. As before, the kernel trick can be applied and a non-linear decision boundary formed.

\(^{12}\)This decision boundary is also a hyperplane, and may be referred to as such in some sources, but should not be confused with the hyperplanes on which the support vectors lie. For this reason, it will simply be referred to as the decision boundary here.
1.4 Machine Learning

Fig. 1.7 **Support Vector Machine**\(^2\): The decision boundary maximizes the margin between the two hyperplanes on which the closest points (support vectors) of each class instance lie.

Fig. 1.8 **Kernel Trick Example**\(^2\): (a) The two classes are not linearly separable in this case. (b) The data from (a) has been projected to a higher-dimensional space through a kernel transformation. A decision boundary in the form of a plane can now be drawn to separate the classes. When this boundary is back-transformed to (a) it will create a non-linear (circular in this case) boundary between the classes.

1.4.3 **Random Forests**

The random forest (RF) is another popular learning algorithm (Ho 1995). The basis of a random forest is the decision tree. These simple trees learn hierarchical rules by which to recursively split and classify data (see Fig. 1.9). Each tree is comprised of internal decision nodes and terminates with predictive leaves. In order to improve their performance and generalizability, random forests were designed through an ensemble method known as
bootstrap aggregation (Bagging). Bagging involves taking random subsets of the data, with replacement, to construct multiple decision trees. The most common classification of the multiple trees is then returned as the final prediction. This Bagging procedure, using subsets of the inputs and features, aids in reducing the overall variance of the final prediction.

Random forests can also be used for regression tasks except the instances in the final node of the bottom tree are averaged, and this value is returned as the final prediction. Hyperparameters that must be trained in random forests include the number of trees and their depth.

![Decision Tree](image)

**Fig. 1.9 Decision Tree**: Starting from the top, the data is split sequentially by specified rules at each node. The terminal leaf nodes then make a classification of the data. Decision trees are the basis of random forests.

**1.4.4 Neural Networks**

The basic structure of a standard feed-forward neural network (FNN) consists of layers of nodes connected by edges (see Fig. 1.11) (Géron 2019; James et al. 2021). The first layer of nodes consists solely of the input data samples. A single node connected by all its edges is known as a perceptron and is the basis of the network (see Fig. 1.10). These nodes are connected to the second layer of nodes through edges containing weights that apply a
non-linear activation function to the sum of the weighted inputs (plus a bias term\textsuperscript{13}) from the previous layer. This process is repeated for all nodes across all layers of the network. The final output layer uses a specialized activation function to generate a single prediction. This output can be changed depending on the task being a classification or regression one.

![Fig. 1.10 Perceptron\textsuperscript{2}: The inputs are fed into a single node where they are summed after being multiplied by specific weights. A bias term is then added. A chosen function is applied to the resultant number, which is then outputted from the node. In a neural network, this output can form part of the input to another layer of nodes. It may also be the final classifying function at the end of the network i.e. a binary output can be obtained through the use of the sigmoid function.](image)

\textsuperscript{13}The bias is simply a constant vector that is added to the sum of the inputs multiplied by their weights. It may prevent the activation function from reaching a threshold value and thus sending a significant output to the next layer. The bias can therefore reduce variance in the model and prevent overfitting. The bias term may also have weights attached that are updated during back-propagation. For clarity, these bias weights are left out of figure 1.10.
A method termed back-propagation feeds the loss ($L$) from the predicted output back through the layers of the network and adjusts the initial weight values in order to minimize the loss over several iterations (each iteration is known as an epoch). Many loss metrics may be suitable for the problem at hand. To ensure the loss minimization and back-propagation process is efficient, a range of different optimizer methods are available. As neural networks tend to create complex models, regularization of the weight coefficients is important. Another important regularization method termed “Dropout” randomly disconnects a certain fraction of edges from their nodes in a layer. This can help greatly in avoiding overfitting to the training data.

Neural networks found early success in image classification and it was found that as the input data was manipulated through the layers, complex high-level features were extracted and were used for the final prediction. In general, the use of neural networks with more than
three layers can be referred to as “deep learning”. Even more complex network architectures exist such as those of a convolutional neural network (CNN) which is especially suited to spatial input. Given the LD structure of the genome it is possible that patterns exist within the linear, spatial sequence that can be exploited by CNNs.

CNNs can be understood as a variant of the FNN except that a convolution step is undertaken first, followed by pooling which is essentially a smoothing procedure. The convolution step differs from the traditional FNN in that in order to emphasise more restricted connectivity in the data, a local feature extraction is performed. In this case, the network may not be fully-connected at all nodes but instead windows are chosen along the feature space with which to analyse patterns.

1.4.5 Hyperparameter Optimization

As stated previously, machine learning algorithms may have many different hyperparameters that need to be simultaneously optimized during training. Depending on the task in question, there may be hyperparameter value windows with which performance is known to be optimal, however, a machine learning framework generally begins with a rather broad range of possible values to evaluate. If both the number of hyperparameters and the possible values such hyperparameters take is low, then a full-grid search of all possible combinations can be undertaken. However, this is often infeasible due to time-constraints and so random combinations can be drawn and tested. With enough iterations of this procedure a general picture of the optimal value of each hyperparameter may emerge. This approach is known as random grid-searching. A further method for hyperparameter optimization, using a Bayesian approach, is discussed in Section 3.1.4.
1.4.6 Prediction and Evaluation

In order to estimate predictive performance on outside datasets, a hold-out set or a cross-validation strategy is usually applied to machine learning procedures (Friedman et al. 2009). $k$-fold cross-validation is generally the preferred method of choice, and involves splitting the data $k$ times, each time resulting in an independent training and validation set of individuals. This way, the model is trained and evaluated $k$ times, and gives a more accurate estimate of the prediction capability on independent test data. Overfitting is avoided, as would happen in the naive approach whereby a model is trained and then evaluated on the entire dataset. An additional benefit is that all of the data are utilized for training purposes, unlike the hold-out method, resulting in greater power.

In the case where hyperparameters are also being selected, a nested cross-validation procedure is required in order to avoid information leak (and thus an overly-optimistic result) from the validation sets (Krstajic et al. 2014; Vabalas et al. 2019; Varma and Simon 2006). The nested approach involves further performing an $n$-fold cross-validation on each of the $k$ training sets, resulting in inner training and validation sets alongside the original outer sets (see Fig. 1.12 for a stepwise explanation of the procedure). The best hyperparameter combinations are chosen within each inner $n$ split and then applied independently on each outer training set before being evaluated on the final $k$ outer validation sets.
Fig. 1.12 **Nested Cross-Validation Procedure**: (1) Split entire dataset $k$ times into outer train and test sets. (2) Split each $k$ outer train set into $n$ inner train and test sets. (3) By training on each inner train set, find the overall best hyperparameter combinations across the $n$ test sets and then apply this to train the corresponding outer train set. (4) Evaluate final $k$ trained models on their corresponding test sets and average the errors.

In the non-nested approach, one would end up choosing the best hyperparameter values from repeated testing on the $k$ validation sets, resulting in an optimistic estimate of the actual predictive performance. When the cross-validation is nested, the hyperparameter values are only configured within the inner $n$ loops and so the error when applied to the outer validation sets should result in a more realistic estimate of the performance on an independent dataset.

This is not commonly implemented in the genomic prediction literature, despite the risks that simple cross-validation entails (Bracher-Smith et al. 2021). Thus, in this thesis, a fully nested cross-validation hyperparameter search was chosen in the absence of available independent datasets. The resulting estimated performance should be relatively free from bias introduced by both hyperparameter tuning and model training.
1.4.7 Feature Selection

An important aspect of any predictive model is the number of predictors included in the feature space (Hua et al. 2009). An efficient feature selection strategy can reduce the computational burden of training and remove unnecessary predictors from the model. Feature selection may be performed either before training, often by first associating the input variables to the output, or during model training, as with methods such as random forests or LASSO regression which remove variables internally. It is extremely important that any feature selection step must only be performed using information from the training set. Otherwise, bias will be introduced from validation sets and result in an over-optimistic performance measurement.

1.4.8 Model Comparison

Cross-validation may be used to select the best hyperparameters for each machine learning algorithm but it is also important to construct a valid comparison between different machine learning approaches. There are a few procedures one can implement to accomplish this task, but one that includes a measure of statistical significance between methods would be generally preferable\textsuperscript{14}. In this thesis, the ML models are compared with respect to baseline polygenic risk scoring in humans or gBLUP in plants and so the multiple-comparison Dunnett test was chosen as the most appropriate statistical test to compare between models (Dunnett 1955; Japkowicz and Shah 2011; Maxwell et al. 2018). This test allows for an increase in statistical power in comparison to other multiple comparison methods when dealing with the

\textsuperscript{14}In my review of previous machine learning comparisons in genomic prediction, many did not explicitly state any statistical test in comparing between models (Bellot et al. 2018; Cope et al. 2021; Gola et al. 2020; Lello et al. 2018; Liu et al. 2019). Only one reported a formal statistical test but did not explicitly adjust for multiple comparisons (Ma et al. 2018).
relatively small sample sizes given by \( k \)-fold cross-validation. Otherwise, having to conduct all pairwise comparisons between models would result in a less powerful test, although method ranking can still be achieved using the Dunnett test through \( p \)-values (Sheskin 2000).

# 1.5 General Motivation and Research Outline

This thesis is concerned with exploring the potential of using machine learning methods for the task of genomic prediction. It is clear that non-additivity and epistasis may be key components of many genetic architectures and that linear models may be limited in their ability to exploit this. A substantial amount of heritability for many important traits remains to be explained using existing methods, and it is possible that the ability of machine learning algorithms to model complexity may aid in accounting for more of the variation that we see in these traits. This potential is explored in Chapter 2 in the case of quantitative traits using *Arabidopsis thaliana* and in the case of human disorders in Chapter 3. Both chapters contain specific reviews of prior work on genomic prediction and machine learning using plant and human data respectively. Furthermore, although the confounding effects of population structure have long been widely acknowledged in the human genetics literature, methods to account for this at the nascent intersection of genomic prediction and machine learning remain under-explored. Chapter 4 of this thesis is thus concerned with the development of new techniques to mitigate this profound problem. Finally, a general discussion and conclusion are given in Chapter 5.
Chapter 2

Genomic Prediction in *Arabidopsis Thaliana*

2.1 Introduction

As discussed in Section 1.2.4, genomic prediction refers to the task of estimating an individual’s phenotype based on known genotypic information using DNA markers. Genomic selection, a technique important to the agricultural industry, refers to the use of such genomic information to prioritize the selection of mating individuals through the estimation of breeding values.

Genomic prediction and genomic selection have been important tools in agricultural programmes and have seen success in improving overall yields of many important crops. These increased yields from plant food production are imperative in the coming decades as the human population is projected to grow significantly and reach 9 billion by 2050 (Hickey et al. 2017). Krishnappa et al. (2021) give a comprehensive review of the previous work done using genomic selection for the use of improving crop outcomes.
This chapter will discuss the use of machine learning for the possible improvement of genomic prediction, using *Arabidopsis thaliana* as a model organism, and statistically benchmarking against the traditional methods that are employed for this task.

### 2.1.1 *Arabidopsis thaliana*

The flowering plant *Arabidopsis thaliana* is a useful model organism with which to study genomic prediction methods. It is a diploid species with a short generation time, selfing ability, and a relatively small genome. As part of the *Brassica* genus, which contains mustards, cabbages, rapeseed and broccoli, it is an excellent experimental reference for many important crops (Koornneef and Meinke 2010). A large amount of natural variation exists across a wide geographic range for many important *Arabidopsis* phenotypes. This includes flowering time, which has long been studied as a quintessential quantitative trait (Alonso-Blanco et al. 2016; Laibach 1951). Collections of naturally inbred homozygous *Arabidopsis* samples, called accessions, are widely available for genetic analysis.

### 2.1.2 Heritability in Plants

As explained in Section 1.1.3, the heritability of a trait is defined as the ratio of the genetic variance to the total phenotypic variation in a population. In plants, many complexities can arise in defining and estimating this parameter and there are a number of factors that may have to be considered such as reproduction method (sexual, asexual and self-fertilization), ploidy, and the existence of large clonal populations (Nyquist 1991; Schmidt et al. 2019). In general, as with human genetics, pedigrees can be used to estimate the $h^2$ and $H^2$ heritability values. However, as clonal populations can be grown and experimented upon, each with the same genotype but measured across different environments, the $H^2$ can be calculated using a phenotypic mean of a collective genotype, which is naturally in contrast to human and animal calculations.
The discussion on the classical partition of genetic variances in Section 1.1.4 is also relevant for genomic selection and prediction in plants. In animal breeding programmes, one is almost always interested in the breeding value of an individual, reflected in its progeny, and which is calculated using the additive component of genetic variation as this is the component that is transferable across generations. However, in crop improvement programmes, one tends to be more interested in the total genotypic value\(^{15}\) (which includes non-additive effects) of the individual plants, which may then be clonally propagated as a final product (Bernardo 2020). This is not to say that one is not interested in the breeding potential of plants, especially during early selection cycles, but that the ultimate measure of interest will often be the total genotypic value of an individual, not specifically its breeding value, as this will be more reflective of the worth of the final commercial entity (Crossa et al. 2017). For this reason, the potential to exploit non-additive variance must be considered in any well-designed crop breeding programme.

### 2.1.3 Performance Metrics

As explained in Section 1.2.4, for quantitative traits, the coefficient of determination is a standard goodness-of-fit metric by which to evaluate model performance. However, the interpretation of the $R^2$ as the amount of variance explained by the model does not hold for non-linear models, and caution is warranted when employing this metric on such models (Kvålseth 1985; Sapra 2014; Spiess and Neumeyer 2010). In order to interpret $R^2$ as variance explained, it is essential that the SSE and ESS sum to TSS, as seen in Equation 1.5 however, this is only true in a linear regression setting.

---

\(^{15}\)Genotypic value is defined as “The expectation of the performance of the candidate in a target population of environments” in Bernardo (2020).
This is unfortunate, as the $R^2$ lies on the same scale as the heritability and would be useful in benchmarking performance against the maximum prediction theoretically possible through using genomic information. Instead, an alternative metric that is often employed in plant and animal genetics is Pearson’s correlation coefficient ($\rho$) between predictions and measurements (Tong and Nikoloski 2021). It is a good measure of the predictivity of a model and will be employed in this chapter.

2.1.4 Previous Work and Motivation

There has been some interest in the field of plant genetics on the use of machine learning to improve genomic prediction (see Liu and Wang (2017); Ma et al. (2018); Montesinos-López et al. (2018, 2019) and others). Studies on several different species have been published although there remains debate on whether or not ML consistently improves upon traditional methods, and if so, which specific family of learning algorithms works best. Tong and Nikoloski (2021) give a current review of previous work done on this topic. In general, the sample sizes of these studies number in the hundreds and improvements are modest. This chapter will focus on adding to the body of research on the question of machine learning for genomic prediction with a large global sample of *Arabidopsis thaliana* across a number of traits. Strategies for feature selection and SNP-set size will be discussed as well as the challenges in understanding the trained models, statistically comparing between methods, and the potential bias introduced by population structure.

2.2 Materials and Methods

2.2.1 Data

Open-access *Arabidopsis* SNP data was accessed from the 1001 *Arabidopsis* Project across a variety of phenotypes (Alonso-Blanco et al. 2016). This dense dataset contains 10,707,430
2.2 Materials and Methods

SNPs across all four chromosomes. Accessions are from a global sample which are highly inbred, resulting in homozygosity at every position in the genome. “Time to first flowering” was chosen as the main trait of interest as the genetics of the trait have been extensively studied and had the largest sample size of both genotype and phenotype information. This trait was studied across two laboratory temperatures: 10°C and 16°C. The other traits examined are dried seed yield in grams (g) and leaf area in centimeters (cm) squared. All accessions were grown under standard laboratory procedures and conditions, constraining the environmental component of trait heritability. More detailed information on the exact protocols for genotyping, phenotyping and the quality control (QC) of this collection is described in Alonso-Blanco et al. (2016).

2.2.2 Heritability Estimation

GREML analysis was used to estimate the additive SNP-based heritability ($h^2_{SNP}$) for each trait using GCTA software version 1.92.0 (Evans et al. 2018; Yang et al. 2010, 2011). The GRM used for this analysis was built using a set of 585,375 pruned SNPs. The pruning procedure was conducted in PLINK2 and used a 250kb window, 5bp step-size and a LD $\rho^2$ threshold of 0.05 (Purcell et al. 2007). A minimum minor allele count of 6 was chosen for SNP inclusion.

2.2.3 Experimental Approach

Using genomic data from the samples of *Arabidopsis*, the objective of this analysis was to compare the relative performance of the various machine learning methods to the baseline linear models. In addition to baseline gBLUP, the performance of LASSO regression, ridge regression, random forests, support vector machines (linear and non-linear), feed-forward neural networks and convolutional neural networks was assessed.
The influence of feature set size and effect of prior linear feature selection were also investigated in this analysis. Prediction accuracies of machine learning methods were compared against gBLUP prediction as a baseline, and for each trait the SNP-based heritability was also calculated to gauge the overall performance of the models.

2.2.4 Feature Selection

Two feature selection strategies were adopted in order to select the input SNP set from the dense genotype dataset, with feature selection performed independently on all inner and outer loops of this analysis. The first strategy was to use a GWAS to identify the SNPs most linearly associated with the trait. The results were subsequently clumped to generate the set of top SNPs free from strong linkage disequilibrium. The GWASs conducted on the various Arabidopsis phenotypes were performed using GCTA-MLMA (Yang et al. 2011, 2014). The GRMs were computed using all SNPs and all relevant training individuals in each analysis (Yang et al. 2014). No explicit covariates were included in the MLMA (aside from the population structure controlling effect of the GRM) as per the original Arabidopsis study protocol (Alonso-Blanco et al. 2016).

The resulting SNPs were clumped using the following parameters: significance threshold of 0.05, secondary significance threshold of 0.1, LD threshold of 0.05 and distance threshold of 250kb.

The second approach was to omit an initial GWAS and select SNPs randomly from across the genome. SNPs were first pruned down to an LD-independent set using a 250kb window, 5bp step-size and an LD $\rho^2$ threshold of 0.05. A minimum allele count of 6 was used.

2.2.5 Model Optimization

In order to implement nested-cross validation a modified version of the Python NestedCV package was used, allowing for logging and plotting of inner loop test results and pre-
specified random cross-validation splits. Cross-validation splits were made with pre-shuffling using Scikit-learn’s KFold function (Pedregosa et al. 2011).

gBLUP prediction was performed in GCTA using the previously described GRMs and the subset of feature selected SNPs (Yang et al. 2010, 2014).

All regression, tree and kernel methods were performed using the Scikit-learn library in Python3. Neural networks were implemented using Keras on a TensorFlow backend (Abadi et al. 2015; Chollet et al. 2015). The mean absolute error (MAE) loss metric was chosen for all machine learning algorithms during fitting to prioritize robustness (Friedman et al. 2009).

Genotypes were loaded in as binary variables along with corresponding phenotypes. Phenotype values were standardized and scaled based on the training set prior to learning. Random grid searching and manual evaluation on the inner loops were implemented to optimize the hyperparameters (see Appendix A for details of the hyperparameters chosen for optimization).

2.2.6 Performance Assessment

In order to compare predictivity across all methods used, Pearson’s correlation coefficient on the test set was calculated.

A multiple-comparison Dunnett test was used in order to test for significant differences in performance between the machine learning models and the baseline gBLUP model (Japkowicz and Shah 2011; Maxwell et al. 2018). This was implemented in a non-parametric and small sample size design using the nparcomp and mlt packages in R-3.6.3 (Hothorn and Kluxen 2019; Hothorn 2020; Konietzchke et al. 2015).
Table 2.1 **SNP-Based Narrow-Sense Trait Heritabilities ($h^2$) of Four *Arabidopsis Thaliana* Traits**

<table>
<thead>
<tr>
<th>Phenotype</th>
<th>N</th>
<th>$h^2_{SNP}$</th>
<th>s.e.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flowering Time (10°C)</td>
<td>1058</td>
<td>0.943</td>
<td>0.057</td>
</tr>
<tr>
<td>Flowering Time (16°C)</td>
<td>1021</td>
<td>0.904</td>
<td>0.057</td>
</tr>
<tr>
<td>Seed Yield</td>
<td>384</td>
<td>0.236</td>
<td>0.101</td>
</tr>
<tr>
<td>Leaf Area</td>
<td>445</td>
<td>0.300</td>
<td>0.093</td>
</tr>
</tbody>
</table>

### 2.3 Results

#### 2.3.1 Heritability Estimation

The SNP-based narrow-sense heritabilities for each trait are shown in Table 2.1. For the flowering time traits, the values are relatively high, which may be explained by the fact that non-genetic variance was constrained by the laboratory conditions under which the plants grew. Given that nearly all variation in flowering time is captured by genetic effects, it is likely that genomic prediction models could be useful in accounting for trait variance in the population.

For the other two traits, seed yield and leaf area, the heritabilities were lower. It is possible that a larger element of random or developmental variation underlies the traits.

#### 2.3.2 Genomic Prediction

The results for the flowering traits can be seen in Figures 2.1 and 2.2. Some machine learning families consistently outperform the gBLUP method, often significantly so. Importantly, this was not true for all families and shows that the linear gBLUP serves as an important baseline upon which to improve. For context in terms of heritability and of the amount of variation being explained by the models, the $R^2$ of the gBLUP models are given in the figure legends.
2.3 Results

(a) Top 10,000 GWAS SNPs (clumped). Mean $R^2$ of gBLUP model is 0.57.

(b) Random 10,000 SNPs (pruned). Mean $R^2$ of gBLUP model is 0.45.

(c) Top 1,000 GWAS SNPs (clumped). Mean $R^2$ of gBLUP model is 0.43.

(d) Random 1,000 SNPs (pruned). Mean $R^2$ of gBLUP model is 0.16.

Fig. 2.1 Nested Cross-Validation Results for Flowering Time (10°C)\textsuperscript{16}. Models are sorted by mean performance. Dunnett test p-value annotations: *, $p < 0.05$; **, $p < 0.01$; ***, $p < 0.001$. gBLUP, genomic best linear unbiased prediction; CNN, convolutional neural network; RF, random forests; LASSO, least absolute shrinkage and selection operator regression; SVM, support vector machine; LSVM, linear SVM; Ridge, ridge regression; FNN, feed-forward neural network.

\textsuperscript{16}Created using Matplotlib in Python3 (Hunter 2007).
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(a) Top 10,000 GW AS SNPs (clumped). Mean $R^2$ of gBLUP model is 0.58.

(b) Random 10,000 SNPs (pruned). Mean $R^2$ of gBLUP model is 0.47.

(c) Top 1,000 GW AS SNPs (clumped). Mean $R^2$ of gBLUP model is 0.44.

(d) Random 1,000 SNPs (pruned). Mean $R^2$ of gBLUP model is 0.21.

Fig. 2.2 Nested Cross-Validation Results for Flowering Time (16°C)^16. Models are sorted by mean performance. Dunnett test p-value annotations: *, $p < 0.05$; **, $p < 0.01$; ***, $p < 0.001$. gBLUP, genomic best linear unbiased prediction; CNN, convolutional neural network; RF, random forests; LASSO, least absolute shrinkage and selection operator regression; SVM, support vector machine; LSVM, linear SVM; Ridge, ridge regression; FNN, feed-forward neural network.

Feed-forward neural networks were the best method on average in terms of overall ranking, as well as the model that was significantly improved from the baseline the most times. For this reason, they could be seen as the machine learning family that has the most potential to improve over gBLUP. Although neural networks tend to have a lot of tuned hyperparameters, and are thus prone to overfitting, this was not seen to a detrimental extent in the outer loops of the nested cross-validation. Ridge regression, which is a linear model, also performed generally quite well.
2.3 Results

Random forests were seen to be the most predictive model in some of the sets, but also often failed to improve over the gBLUP, making it hard to strongly recommend. Convolutional neural networks also tended to have good predictive performance except in the cases where there was clear failure on one of the cross-validation sets due to model misspecification (see Figs. 2.1a, 2.2d). This instability in prediction is an important observation and would not have been seen if not for the nested design. For this reason, in future model-building, it would be recommended to look closely for full robustness on any validation sets before moving to a final test set.

Two overall trends are also clear from the plots: that using a larger SNP-set size leads to improved performance; and that feature selection through linear association (GWAS) also aids in decreasing predictive error. Examples of prediction scatter plots for each of the traits under consideration are given in Fig. 2.3.
Fig. 2.3 Scatter Plots of Predicted vs. Actual Phenotypic Values for Four Arabidopsis Thaliana Traits\(^\text{16}\). These graphs illustrate the results of a single outer validation loop using feed-forward neural networks as predictors. Pearson’s Correlation Coefficient values ($\rho$) of the predictions are shown.

The statistical comparisons between models for the other two traits, seed yield and leaf area, can be seen in Figure 2.4. Unlike the flowering traits, none of the machine learning models was able to significantly outperform the baseline gBLUP method. In fact, some of the models significantly underperformed, particularly LASSO regression.
2.4 Discussion

The results presented here show the potential for non-linear models to improve upon linear genomic prediction in *Arabidopsis*. The possibility for substantial improvement is worth pursuing given the struggles in the field to close the missing heritability gap despite ever...
denser marker sets. Improvements in prediction were dependent on model type, feature set size, feature selection method, and trait.

Overall, the baseline gBLUP model yielded reasonable predictions in comparison to the machine learning models, a not unexpected result from prior research. However, for flowering traits, some machine learning families could be seen to perform consistently better than the baseline model, such as neural networks and ridge regression. This improvement in performance was often significant, despite the lower statistical power the cross-validation design gave for performance assessment. Several previous studies on machine learning in genomic prediction have omitted statistical tests, presumably on the basis of low power, although it is an important component of assessing improvements in performance.

For the other two traits, none of the machine learning models was able to significantly outperform the baseline model. These traits had lower heritabilities and smaller sample sizes than flowering time which could be contributing factors to this result. This adds to the existing body of evidence that improvement in performance using machine learning is not guaranteed and is highly dependent on trait and dataset.

Performance in prediction generally improved when using more SNP markers. Despite a much smaller number of samples than predictors, overfitting with so many variables did not seem to be a major issue, as might happen in $P \gg N$ problems.

Additionally, prior linear association for feature selection was found to be a useful step in this study, which is not guaranteed when modelling non-additive interactions (Hua et al. 2009; Wolff et al. 2019); this performance boost was not extreme, however.

Interestingly, the performance improvement for the best non-linear models over the linear models was more pronounced when using random SNPs, which, unlike the top GWAS SNPs, were not chosen for their prior linear association. It is perhaps understandable that the most linearly associated features tend to explain the most variance when combined in a linear fashion; however, it is evident that a substantial amount of variation stands to be captured
from the rest of the genome, where non-linear effects may play a larger role (Krakovska et al. 2019; Urbanowicz et al. 2018). For this reason, it is often noted, and this study reiterates, that linear feature selection may overlook important variables that combine non-linearly. Notwithstanding this possibility, due to computational limitations, a subset of SNPs had to be chosen as input in this study and it was found from this study that the optimal input features were the most significant QTLs obtained from a GWAS. As computing power grows, however, one should remain open-minded as to the input search space when using genotypic information to predict complex traits.

For example, it is possible that widespread biological and statistical epistasis exists for these traits which is why the non-linear models were sometimes successful in explaining more trait heritability. Therefore, a better understanding of the total genetic architecture of a trait could aid in building more powerful models (Ober et al. 2015). One of the drawbacks of machine learning, however, is that the models are often "black boxes" that are not readily interpretable (Friedman et al. 2009). Although improved prediction can hint towards a greater role for epistasis in the variance of complex traits, elucidating the specific complex interactions is not a simple task. One possible extension of this study would be to find putative epistatic interactions through linear methods in the feature selection step.

Although many machine learning models are black boxes in terms of causal inference, it might still be an important goal of a prediction tool to identify relevant genes, variants and pathways that are being used by the model. By examining the best-performing SNP input sets some insight into genetic architecture may be obtained, however, machine learning approaches will most likely remain less useful as tools to understand the biological mechanisms underlying genomic prediction.

Genomic prediction is concerned not just with performance, but also with ensuring that methods and models are robust enough to be reliable, consistent and transferable across datasets. This study used a nested-cross validation approach for hyperparameter tuning in
order to assure the reliability of the results. This approach was useful in identifying a pitfall of hyperparameter tuning using $k$-fold cross-validation, namely the potential to miss serious misspecification on the final models despite success on validation sets.

Limitations of this analysis include the modest sample sizes for the various traits and the lack of a fully independent external test dataset. In the field, there would also be a larger non-genetic component of variation, as well as genotype-environment interactions, which could possibly affect the relative performances of the various machine learning models. Furthermore, the accessions in this analysis were inbred to homozygosity which simplified the input genotype matrices and removed intra-allelic effects such as dominance. Any of these considerations could cause a difference in model performance in natural populations (Charmantier et al. 2014).

As the feature selection step was linear in this analysis, the GRM employed in the MLMA should have mitigated the effect of population structure as per the original study protocol described in Alonso-Blanco et al. (2016), yet the issue of confounding cannot be fully discounted.

In the field of machine learning, the most appropriate methods for handling confounding variables which are often needed in genetic studies, such as through using PCs as linear covariates in a regression, have not been well established which is discussed further in Chapter 4 (He et al. 2019; Li et al. 2011; Whalen et al. 2022).

The accessions in this analysis were grown under standardized laboratory conditions which theoretically removes the effect of confounding by means of a correlation between genotype and environmental exposure (e.g. differences in soil type and mineral concentrations). However, to the extent that there is a correlation between ancestry informative SNPs and causal loci (and ignoring genotype-environment interactions), fully accounting for this population structure may reduce predictive performance in such a way as to be undesirable (Barton et al. 2019; Wray et al. 2013). As the final model would ultimately be predicting
phenotype from genotype, such information should not necessarily be excluded when trying to maximize the explained variance across real populations in potentially varied environments.

From this research, it would appear that machine learning should continue to be explored in the context of genomic prediction in plants. Further work is necessary, to quantify the exact magnitude of the potential benefit depending on the optimization of the techniques.
Chapter 3

Genomic Prediction in Amyotrophic Lateral Sclerosis

3.1 Introduction

3.1.1 Human Complex Trait Genetics

The results of heritability estimates from the twentieth century show that almost any human trait under consideration has at least some genetic component (Turkheimer 2000). In the twenty-first century, with the advent of large-scale genotyping tools such as SNP-chips and whole-genome sequencing, the genetics of many complex traits and disorders have been more extensively studied and previous heritability calculations generally recapitulated as accurate (Visscher et al. 2017; Wainschtein et al. 2022). One of the major findings from these last two decades has been that the majority of human traits and disorders are massively polygenic in their architecture.

These observations have led to the development of an “omnigenic model” that can be seen as an extension of the infinitesimal model introduced in Section 1.1.1 (Boyle et al. 2017). The infinitesimal model allowed for essentially all genetic variants to have a very
small effect on the variation seen in a phenotype. The omnigenic model constrains this by assuming that heritability is only conferred by those genetic variants that are within gene regulatory networks connected to core trait genes expressed in the biologically relevant cell types\textsuperscript{17}. Although core genes do indeed contribute to phenotypic variation, the sheer scale and interconnectedness of cellular pathways result in the majority of variation stemming from "peripheral" genes. This hypothesis helps to explain both the vast polygenicity of complex traits while also accounting for the observation that heritability tends to be enriched in genomic regions relevant to known disease pathways (Kundaje et al. 2015; Maurano et al. 2012). The extent to which the omnigenic model holds varies by disease, but it is a useful conceptual framework with which to understand the general results from massive GWAS analyses of complex traits.

Despite the problems that polygenicity naturally creates for the detailed understanding of complex traits, the genetic architecture of many phenotypes has become more well-elucidated and major headway has been made in being able to account for variance in the population, with the aim of utilizing PRS in the clinic (Lewis and Green 2021). For some traits, such as standing height, thousands of independent loci have been significantly associated with the trait. These variants are enriched in trait-relevant pathways, in line with the omnigenic model, and the majority of heritability has recently been accounted for (Yengo et al. 2022). When assessing the predictive performance of a PRS built from the latest height GWAS even a within-siblings analysis explains much of the observed variation. This suggests that population structure may not be playing a major confounding role in this study (see Section 1.3.4).

\textsuperscript{17}Boyle et al. (2017) define core genes as those “modest number of genes or gene pathways with specific roles in [trait] etiology, as well as their direct regulators”.
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Although height has been found to be particularly amenable to genetic quantitative analysis, the ability to explain a large part of population-level variation of human disorders offers an exciting opportunity for personalized medicine. For example, a polygenic score developed for coronary artery disease (CAD) can identify individuals in the tail end of the score distribution that are at a three-fold higher risk of CAD than the general population (Khera et al. 2018). This level of risk increase is similar to that seen in monogenic cases of CAD. As sample sizes of disease GWASs grow, it is possible that many common disorders could be anticipated in advance based on a genotyping array, the cost of which continues to decrease. It has also been shown that genetic information can be a useful tool in predicting a patient’s response to treatment (Johnson et al. 2022). Even in the cases where individual-level prediction is not accurate enough to justify prophylactic treatment, PRS could be an efficient and cost-effective population-level tool for choosing earlier ages of screening for disease. This would be in addition to using variables such as age and/or family history if such effects can be shown to be independent (Lewis and Green 2021).

3.1.2 Amyotrophic Lateral Sclerosis

Amyotrophic Lateral Sclerosis (ALS) is a progressive and fatal neurodegenerative disease, the symptoms of which are ultimately caused by the degeneration and death of upper and lower motor neurons (Hardiman et al. 2017; Mejzini et al. 2019). It is classified under the larger umbrella of Motor Neurone Diseases (MNDs) and can also be referred to as Lou Gehrig’s Disease.

The first symptoms of ALS occur at an average age of onset of 65 years - with that figure being slightly lower in Asia and South America than in Europe. A lifetime ALS risk of approximately 1 in 350 individuals has been found across populations (Al-Chalabi and Hardiman 2013). Disease progression can be rapid, with variable sites of first onset, and the disorder manifests with difficulty with motor function, swallowing, and speech impairment.
Death generally occurs within two to five years from first onset, usually due to failure of respiratory muscle function. Cognitive impairment can be seen in up to half of all patients. Furthermore, in around 10% of cases, the disease manifests with concomitant Frontotemporal Dementia (FTD) (Phukan et al. 2012).

ALS is generally found to be sporadic in origin, although 10% of cases show a clear familial inheritance. The genetic contribution across both forms is known to be high, with heritability estimates generally being around 50-60% (Al-Chalabi et al. 2010; Ryan et al. 2019). More success has been had in finding causative genes in familial ALS, although many of these genes have also been linked to sporadic cases.

Overall, the genetic origin of the disease is known in around 40-55% of familial cases and less than 10% of sporadic cases (Al-Chalabi et al. 2017; Zou et al. 2017). In European patients with both sporadic and familial ALS, a repeat expansion in the \textit{C9orf72} gene is the most common cause of disease. This expansion accounts for 5% of familial cases and 30% of sporadic cases in the European population (DeJesus-Hernandez et al. 2011; Renton et al. 2011). Other major genes known to be involved in ALS include \textit{SOD1}, \textit{TARDDP}, \textit{FUS}, and \textit{ATXN2}.

Although monogenic inheritance is seen in some cases, and much progress has been made in the last twenty years in identifying causative genes, the full genetic architecture of ALS is largely unknown. This is complicated by the incomplete penetrance of some mutations, low prevalence of disease, and the large extent to which rare variation is thought to play a role. The exact contributions from oligogenic and polygenic variation, either as drivers or modifiers of disease have not been fully elucidated (McCann et al. 2020; Renton et al. 2014). The largest GWAS to date was conducted with 29,612 cases and 122,656 controls, identifying 15 significant risk loci (Van Rheenen et al. 2021). The narrow-sense SNP-based heritability estimate was 3%, significantly lower than the previous estimate of 9% (Van Rheenen et al. 2016). The most significant locus associated with ALS is the region
containing the aforementioned pathogenic repeat-expansion in \textit{C9orf72}. Other highlighted loci include previously described ALS genes including \textit{SOD1} while also implicating some previously unlinked genes.

Examinations into the function of these genes using cellular, tissue-based, and whole-organism models point towards a complex, heterogeneous pathology underlined by aberrations in a variety of processes including RNA processing, immune regulation, oxidative stress response, nucleocytoplasmic transport, DNA repair and mitochondrial function (Hardiman et al. 2017; Mejzini et al. 2019). Interestingly, the TDP-43 protein from \textit{TARDDP} has been seen to be a part of cytoplasmic inclusions that are found in 97% of postmortem inspections of patient motor neurons. These inclusions are similar to the aggregations seen in other neurodegenerative conditions such as Alzheimer’s and Parkinson’s disease (Mackenzie et al. 2007; Maekawa et al. 2009). It is not yet known whether these insoluble inclusions are a byproduct of disease, or a cause of it. Furthermore, it remains a possibility that prion-like spread of proteinaceous inclusions could be an underappreciated disease mechanism.

There is no known cure for ALS and currently available drug treatments have minimal impact on overall life expectancy (Hardiman et al. 2017). For this reason, it is imperative that more is known about the etiology of the disease so as to improve the chance of finding effective or novel drug targets and treatments.

### 3.1.3 Imbalanced Data

Problems can arise when utilizing ML techniques on imbalanced data where the frequency of one class is much greater than the other (Krawczyk 2016). This class imbalance is a common occurrence in population-level biobanks of human genetic data for rare diseases. To illustrate the issue, if the majority class comprises 99% of the examples in a dataset, a classifier can easily achieve 99% accuracy by ignoring all input features and by simply outputting the majority class status to all samples.
In a disease setting, if there is an over-representation of controls relative to cases, these problems inherent to imbalanced data may arise. Generally, during data collection, an effort is made to oversample the minority class but, depending on the metric in use, a roughly 50:50 ratio may be most appropriate. For example, the AUC (see Section 1.2.4), the most commonly used metric in complex disease genetics, can be quite sensitive to class imbalance (Cook 2007).

A simple way to overcome this problem would be to discard excess majority class examples, although this is clearly a waste of data. Similarly, under-represented classes may be oversampled until a balanced ratio is achieved, which is generally preferable. Newer techniques that can generate novel examples of the under-represented class using feature combination methods are also possible, although their appropriateness to complex data involving LD and unknown genetic architecture is not clear (Krawczyk 2016).

### 3.1.4 Bayesian Optimization

Exploring which hyperparameter combinations are best suited to fit a model through grid-searching can be a time-consuming process, especially in large datasets. To overcome some of the challenges brought about by combinatorial testing, a Bayesian approach can be taken when tuning in order to systematically prioritize certain hyperparameter combinations when training and evaluating models (Géron 2019). Bayesian hyperparameter optimization keeps a record of previous combination results; and can be more efficient in exploring the overall search space than naively grid-searching through the full suite of possible combinations\(^\text{18}\).

\(^{18}\)Generally, if time is a limiting factor, random grid-searching is used, whereby random combinations of hyperparameters are chosen and evaluated to get a broad picture of the optimal values, rather than full grid-searching.
3.1.5 Previous Work

Several previous studies have been published on the use of machine learning using human genetic data to predict complex diseases (see reviews by Bracher-Smith et al. (2021); Katsaouni et al. (2021)). While it is clear that ML techniques do indeed have the potential to out-compete the standard linear PRS approaches; the exact magnitude of the benefit remains unclear. Many questions also remain unanswered as to best practices when approaching this task such as algorithm choice, model comparison, feature selection methods, interpretability, and bias reduction. Specifically with regards to ALS, important previous work using ML techniques has pointed towards a role for non-additive interactions in the genetic architecture of the disease. The authors recommend using genome-scale data to further interrogate the genotype-phenotype map (Yin et al. 2019).

3.2 Materials and Methods

3.2.1 Data

The ALS genetic data come from a cohort of 12,577 case and 23,475 control individuals of European ancestries that were used in a previously published GWAS (Van Rheenen et al. 2016). QC was done on this data to recapitulate the prior GWAS as faithfully as possible. As there is an excess of controls in this dataset oversampling was used to balance the sets in an equal ratio of cases to controls. Oversampling was performed through random duplication of individuals. A nested cross-validation approach was also employed with the outer split being 10-fold and the inner split being 4-fold. In order to first extract the most linearly associated
SNPs during feature selection, a GWAS was performed using PLINK2, with and without correcting for the top three principal components\textsuperscript{19}.

Only autosomal chromosomes were considered in these analyses. Clumping was performed on SNPs using the summary statistics files from the GWAS. The clumping parameters were as follows: significance threshold of 0.005, secondary significance threshold of 0.05, LD $\rho^2$ threshold of 0.1 and distance threshold of 100kb. These SNPs were then fed into the machine learning pipeline described below.

### 3.2.2 Experimental Approach

Using genomic data from the samples of ALS, the objective of this analysis was to compare the relative performance of the various machine learning methods to the baseline linear models. In addition to baseline PRS, the performance of logistic LASSO, Ridge classification, random forests, linear support vector machines, feed-forward neural networks and convolutional neural networks was assessed\textsuperscript{20}. The influence of feature set size and effect of prior linear feature selection were also investigated in this analysis. Prediction accuracies of machine learning methods were compared against PRS prediction as a baseline.

### 3.2.3 Feature Selection

The genotype dataset consisted of 1,250,041 HapMap SNPs. Two feature selection strategies were adopted in order to select the input SNP set from the genotype dataset, with feature

\textsuperscript{19}This number of components was chosen as per Van Rheenen et al. as well as the inflection point from a scree plot (see Fig. 4.4a in Chapter 4). The first two principal components of variation are plotted against one another in Fig. A.1a

\textsuperscript{20}Scikit-learn’s non-linear SVM’s were impractical for the ALS dataset as fit-time scales at least quadratically with the number of samples. See https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html for details.
selection performed independently on all inner and outer loops of this analysis. The first strategy was to use a GWAS to identify the SNPs most linearly associated with the trait. The results were subsequently clumped to generate the set of top SNPs free from strong linkage disequilibrium. A GWAS was performed on the ALS phenotype using PLINK2 association (Chang et al. 2015).

The second approach was to create a set of SNPs without prior association by random selection.

### 3.2.4 Model Optimization

In order to implement nested-cross validation a modified version of the Python NestedCV\textsuperscript{21} package was used, allowing for logging and plotting of inner loop test results and pre-specified random cross-validation splits. Cross-validation splits were made with pre-shuffling using Scikit-learn’s KFold function (Pedregosa et al. 2011). All regression, tree, and kernel methods were performed using the Scikit-learn library in Python3. The liblinear solver was chosen for LASSO construction. Neural networks were implemented using Keras on a TensorFlow backend using binary cross-entropy (logistic) loss (Abadi et al. 2015; Chollet et al. 2015). Genotypes dosages (coded as 0, 0.5 or 1) were loaded in along with corresponding phenotypes. Random grid searching and manual evaluation on the inner loops were implemented to optimize the hyperparameters (see Appendix A for details of the hyperparameters chosen for optimization). Polygenic risk scoring was conducted using PRSice software version 2.1.11 (Euesden et al. 2015). SNP effect-size estimates from the prior GWAS were used as the base statistics for the PRS analysis (including for randomly selected SNPs). P-value thresholding was not implemented for the PRS analysis to ensure

\textsuperscript{21}Available from: https://github.com/casperbh96/Nested-Cross-Validation
that the SNP-set sizes were equal between the baseline approach and the machine learning models. Calibration was assessed by visual inspection of reliability diagrams (see Section 1.2.4) (Van Calster et al. 2019, 2016). Calibration enhancement was conducted using Scikit-learn's CalibratedClassifierCV method with sigmoid Platt scaling fitted on the training data using ten bins.
3.3 Results

Fig. 3.1 Nested Cross-Validation Results for ALS:¹⁶ Dunnett test results are shown between models for various SNP-selection strategies. Models are sorted by mean performance. Dunnett test p-value annotations: *, $p < 0.05$; **, $p < 0.01$; ***, $p < 0.001$. PRS, polygenic risk score; CNN, convolutional neural network; RF, random forests; LASSO, least absolute shrinkage and selection operator regression; LSVM, linear support vector machine; Ridge, ridge regression; FNN, feed-forward neural network.
Fig. 3.2 **Calibration Results for PRS Models:** Representative calibration results are shown for PRS models for various SNP-selection strategies. A well-calibrated model lies on the diagonal. Prediction outputs are grouped into separate probability bins and the actual case rate in each bin is assessed.
3.3 Results

(a) RF: Random 1,000 SNPs
(b) LSVM: Top 1,000 GWAS SNPs
(c) RF: Top 10,000 GWAS SNPs
(d) RF: Top 1,000 GWAS SNPs (PC-adjusted)
(e) LSVM: Top 10,000 GWAS SNPs (PC-adjusted)

Fig. 3.3 Calibration Results for Best-Performing ALS Models: Representative calibration results are shown for the best performing models for various SNP-selection strategies. A well-calibrated model lies on the diagonal. Prediction outputs are grouped into separate probability bins and the actual case rate in each bin is assessed. RF, random forests; LSVM, linear support vector machine.
Fig. 3.4 Calibration Results for Worst-Performing ALS Models: Representative calibration results are shown for the worst performing models for various SNP-selection strategies. A well-calibrated model lies on the diagonal. Prediction outputs are grouped into separate probability bins and the actual case rate in each bin is assessed. CNN, convolutional neural network; LASSO, least absolute shrinkage and selection operator regression.
3.3 Results

3.3.1 Predictive Performance

The Dunnett test results comparing model types for each SNP-selection strategy can be seen in Figure 3.1. Random forests were both the most commonly best-performing model as well as the model type that significantly improved upon the baseline PRS the most times (tied with feed-forward neural networks). However, although random forests never performed substantially worse than the baseline model, the improvements were generally modest when they did occur. As in previous work, PRS is an important baseline against which to gauge performance. Although only significantly outperforming the baseline model only once, linear SVMs performed generally quite well.

As stated above, feed-forward neural networks were tied with random forests as the model type that significantly improved upon the baseline PRS the most times, however, they also significantly underperformed relative to PRS multiple times making it hard to strongly recommend over baseline. The CNN models generally underperformed relative to the baseline PRS while the median LASSO AUC was lower than that of the PRS model in every experiment.

As also observed in Section 2.3.2, using prior linear association was an effective method to improve prediction performance relative to a randomly selected subset of independent SNPs. However, the inclusion of principal components as covariates during the initial GWAS step could be seen to substantially decrease the general performance of the models (compare Figs 3.1b and 3.1d with one another, as well as 3.1c and 3.1e). Interestingly, increasing the SNP-set size only significantly improved performance in the PC-adjusted experiments (Figs. 3.1d and 3.1e).

Examples of AUC plots for each of the best-performing models are given in Fig. 3.5. Overall, there is no large discrimination between cases and controls achieved, even from the best-performing models.
3.3.2 Calibration

As explained in Section 1.2.4, predictive performance using the AUC discrimination metric is only one aspect of a model’s performance that one can analyze. Model calibration may be seen as equally important, depending on the exact task at hand (calibration is especially relevant if risk estimates are given to individual patients).

For context in terms of baseline performance, representative reliability diagrams are shown in Fig. 3.2. Calibration is generally good, in Fig. 3.2b the risk probabilities of the output generally correspond to the observed case events in their respective bins. However, in Fig. 3.2e the observed case numbers remain constant across predicted probabilities of up to $\sim 0.7$.

Representative calibration plots from the best-performing machine learning models can be seen in Figure 3.3. After Platt scaling to output probabilities, random forests achieved generally good calibration (see Figs. 3.3a and 3.3c). However, random forests were not always optimally calibrated as can be seen in Fig. 3.3d, where there was under-calibration except for those predicted to be at the highest level of risk. Likewise, a similar calibration problem for the LSVM model can be seen in Fig. 3.3e. Nevertheless, the calibration of the top-performing models was generally respectable.

For the worst-performing models, this poor performance in discrimination did not necessarily translate to inferior calibration as can be seen from Figs. 3.4a and 3.4b where the CNN and LASSO models have quite reasonable calibrations. However, very poor calibration can be observed in Figs. 3.4c and 3.4e where the observed case rate remained almost constant over the entire predicted risk probability levels.
3.3 Results

Fig. 3.5 AUC Samples of ALS Models: AUC results are shown for the best performing model across various SNP-selection strategies. RF, random forests; LSVM, linear support vector machine.
3.4 Discussion

The results presented here show that, regardless of model type, the creation of genomic prediction models using SNP data for this ALS sample does not result in very high discrimination between cases and controls. However, it is possible that space remains for incorporating non-additive interactions when calculating risk for ALS as random forest models were often able to significantly improve upon the baseline PRS models. It is difficult to ascertain the exact source of the improvement in discrimination, whether or not non-additive interactions between or within genes are being exploited. A similar result has been described in some previous research, improvements upon linear models are generally modest when they are achieved. Nevertheless, given the high heritability of ALS and the difficulties thus far of accounting for much of the estimated variance, even small improvements upon previous efforts should be welcomed.

As this work compared several different machine learning algorithms, it highlights the difficulty in predicting ahead of time which model type may be the most suitable for the task at hand. Algorithm performance may depend on trait architecture and specific sample details such as linkage or SNP-set size.

The calibration seen from the top-performing models was generally acceptable, and Platt scaling was seen here to be effective in improving probability estimates. Evaluation of calibration may sometimes be neglected but it is especially important when the relative performance of machine learning families, of which there are many, are gauged. Especially in the case of severe disease, proper calibration is clinically essential as under-forecasting of risk may lead to missed opportunities for screening and treatment, and over-forecasting may cause emotional distress to patients and result in wasted healthcare expenditure.

Although the sample size here was relatively large (12,577 cases and 23,475 controls), larger databases of ALS genomic samples exist and it is possible that predictive performance may improve as these databases are used for similar investigations. However, the observed
AUCs of approximately 0.6 fall quite short of the minimum value of 0.75 which is said to be clinically desirable. Although ALS is generally not predictable outside of familial settings, it might one day be useful for the polygenic component to be assessed, even if only as a modifier of disease onset or severity.

ALS may not be the ideal disorder within which to study omnigenic effects using SNP-data as rare variation is known to play a large role in disease etiology. However, estimates of the polygenicity of the trait have differed across studies and the role of genetic interactions had remained under-explored. Nevertheless, it would appear that there is indeed a polygenic component being captured by these models as the 10,000 SNP models substantially improved upon the 1,000 SNP models, even after correction for population structure.

Although it would be interesting to move beyond SNP data to investigate the role of epistasis in ALS using machine learning, computational power will remain an obstacle to incorporating more and more variation into model-building pipelines. However, focusing on the variation within previously described ALS genes to build genetic risk scores could be a worthwhile future approach. Furthermore, it may be beneficial for more difficult traits such as ALS to see more concrete agreement reached in the literature, using more extensively evaluated traits and disorders, on best machine learning procedures and optimal parameter search spaces. There has been recent growth in large-scale genomic databases that capture many rare and common diseases in the human population such as the UK Biobank and the All of Us research programme (Sankar and Parker 2017; Sudlow et al. 2015). These biobanks may facilitate further insight into the best approaches to modeling non-additive interactions in genetic data.

For simplicity, and as is common in large-scale genomic association and prediction, sex chromosomes were excluded from this analysis. However, future work could build on more recent frameworks that have been developed to deal with sex contributions to genetic architecture and genomic risk profiling (Bernabeu et al. 2021).
The issue of addressing population structure and other confounding effects in genomic prediction using machine learning has remained unresolved. Initially, during feature selection, to choose an appropriate SNP-set as input to the model, one can make use of linear covariates to try and limit the bias introduced by nuisance variables. This was seen to generally decrease the performance of the resultant models, suggesting that some confounding is being accounted for by this process. However, it is entirely possible that the linear procedure to remove confounding effects during feature selection is not enough to prevent machine learning algorithms (especially non-linear models) from exploiting unwanted information to aid in improving prediction. This is further discussed in Chapter 4 and some methods to detect and address this problem are explored.

A limitation of many machine learning methods is that even with valuable predictive performance, this will not necessarily translate to insights into disease etiology, as the models can be “black boxes” in this regard. For ALS, whose pathogenesis is not yet fully understood, this is unfortunate, although the best SNP-set size and amenability to non-linear modeling may give some insight into the genetic architecture of a trait. If further work can be done to improve the interpretability of machine learning models this may one day lead to a greater understanding of disease pathogenesis.

Although the predictive performance of these models did not approach utility, there remains some debate around whether or not black box models such as those developed from machine learning frameworks can be implemented clinically if the details of what the risk prediction is detecting are not understood. Patients may be uncomfortable with the lack of transparency and clinicians may not be certain that the model is free from various sources of bias.

There also remains debate in the field of complex trait genetics as to the actual usefulness of generating and reporting polygenic scores developed for diseases and disorders for which
there are largely no preventative measures one can undertake or effective prophylactic
treatments, as is the case with ALS.

Overall, with this dataset, machine learning methods were not able to facilitate high
discrimination between ALS cases and controls using polymorphic markers, however, there
was some improvement seen over the baseline PRS using random forests. Discrimination
may improve with larger and denser datasets and machine learning algorithms may in future
be able to exploit non-additive interactions and the complexity that lies behind the genetic
architecture of this devastating disease.
Chapter 4

Bias Mitigation in Deep Learning

Approaches to Genomic Prediction

4.1 Introduction

The results from the previous two chapters demonstrate that machine learning techniques are competitive with, if not potentially superior to, traditional genomic prediction techniques. It is likely that interest in their use will remain high over the next decade as computational resources increase and the user-friendliness of their implementation improves. The focus of this chapter is on how best to account for the confounding effects encountered in large-scale genetic studies during the development of these machine learning models. Specifically, this chapter focuses on the evaluation of several bias-mitigating approaches to neural network training that can result in prediction tools that have minimal confounding. Below, some of the traditional methods of accounting for sources of confounding, such as population structure, are revisited and other available techniques are introduced.
4.1.1 PCA

As described in Section 1.3.1, one of the most common methods for accounting for the confounding effects of population structure is through the use of a dimensionality-reduction technique called principal component analysis. The method of including the top PCs in a GWAS or PRS is currently best practice, although there remains some debate with regard to how best to choose the exact number of PCs included, and how to evaluate the overall performance of the method in reducing confounding from population structure (Abegaz et al. 2019; Peloso and Lunetta 2011). One can make use of a scree plot, which plots the eigenvalues (which represent the relative variance explained by each component) against the relevant component numbers, to visually identify an inflection point of variance explained by the PCs (see Figure 4.1). Another approach is to include only those PCs that collectively explain a pre-determined amount of variance e.g. 90% of variation. Additionally, statistical tests can be utilized, such as the Tracy-Widom test, to assess the significance of the eigenvalues. Some of these tests are implemented in common software packages.

![Scree Plot Example](image)

Fig. 4.1 Scree Plot Example: In order to choose the most informative PCs one can plot the eigenvalues against the ordered principal components. The dashed line represents the elbow inflection point which would be a reasonable stopping point for PC inclusion. In this example, with three principal components one can account for a large portion of the overall variation.
4.1 Introduction

As covariates in linear regression, PCs are a useful tool to control confounding. However, when moving out of a linear setting such as in machine learning, consensus on best practice with regard to how to use such covariates, and how to interpret their performance remains lacking. For many ML methods, the incorporation of covariates is not simple, although some novel techniques have been developed to address this known issue, especially as more ML models move into real-world medical application (Parikh et al. 2019; Vokinger et al. 2021).

4.1.2 Data Collection

A critical stage in ensuring a model will not be biased is to ensure that data collection is conducted appropriately and is representative of the intended target sample. Heavily labeled data can be difficult to obtain and all the relative confounding factors challenging to identify in advance. However, it is important to be aware of the possible introduction of bias at this stage even if it cannot be immediately addressed by changes in the collection protocol. In human disease data, common characteristics that must be balanced between cases and controls could include sex, age, ethnicity, environmental exposures (e.g. smoking status, occupation), and socioeconomic status. For genetic data, genotyping platform is also a known confounder in many analyses.

4.1.3 Two-Stage Regression

One method that has been employed to correct for confounding in human genomic prediction studies is the two-stage regression approach (also known as “regression on the residuals”) (Bellot et al. 2018). This involves first regressing the phenotype against known covariates; then taking the residuals from this regression as an “adjusted” phenotype with which to use as input to the genetic association. The assumption is that the adjusted phenotype is now free from confounding and so the prediction model built from it will also be bias-free. The appeal of this method in the context of machine learning models is that the phenotypes can
be adjusted before learning commences, which would circumvent the problem of including covariates during model training.

Even in a standard linear regression (a one-stage approach), however, the two-stage approach is known to be inferior to including covariates simultaneously during $\beta$ estimation and has received specific criticism for its use in genetic association (Che et al. 2012; Demissie and Cupples 2011; Freckleton 2002). Furthermore, to the extent that it is appropriate to treat the adjusted phenotype as confounder-free; it is not clear that such appropriateness would hold in reducing bias from a non-linear model making use of such input (Dinga et al. 2020). The risk that confounding effects may affect a non-linear model’s prediction is not eliminated. Therefore, in this thesis, the two-stage regression approach was not used as a bias-mitigating strategy for machine learning approaches to genomic prediction and alternatives were explored.

4.1.4 Bias Mitigation Techniques for Deep Learning

Neural networks can be particularly complex in their construction and operation, with each successive hidden layer potentially extracting higher-order features, and so care must be taken to ensure that the final prediction is free from bias. As the interpretability of their input-output transformations is typically poor, it can be challenging to identify the form such complex biases may take in the model. Therefore, it is important to be proactive in reducing the capacity for known confounding factors to play a role in prediction generation. Unfortunately, there is no gold-standard approach to achieve this for deep learning tasks, although a number of different methods have been proposed.

Adversarial Networks

The dual-goal task of bias minimization and performance maximization for prediction is not a simple one. However, the use of domain-adversarial neural networks (DANNs) may
be a suitable approach. These networks were first introduced by Ganin et al. (2016) and their general architecture is depicted in Figure 4.2. Briefly, a DANN is given two separate learning tasks, with two losses being simultaneously calculated and pitted against one another. While the goal of the classifier is to minimize the loss in order to improve predictive performance, the loss from the adversary is multiplied by a negative lambda factor to create a competitive learning environment within the network (see Equation 4.1). Therefore, the ancillary goal of the network, in addition to classification accuracy, is to maximize the prediction error between the extracted features and the secondary output labels. A tuning parameter $\lambda$ can be used to set the relative importance of the tasks. These networks are useful when there are multiple competing tasks to be accomplished, however, they are notoriously difficult to train (Kasieczka and Shih 2020; Maekawa et al. 2021). The general instability often seen during training is due to the adversarial nature of the objectives with possibly conflicting goals competing against one another.

$$L_{Total} = L_{Classifier} - \lambda L_{Adversary}$$ (4.1)

---

22DANNs were developed by building on the adversarial network work of Goodfellow et al. (2014), and as a method of domain adaptation where a model trained on labelled data generalizes well despite shifts in data probability distributions in the test data. Shifts in distributions are not exclusively due to confounding from nuisance variables such as age and sex but could also be due to data collection differences, background time conditions of data etc. (Farahani et al. 2021). The Adeli et al. (2021) approach tackles domain adaptation specifically in the context of confounding and introduces relevant changes and additions to the original DANN framework.

23For the sake of simplicity, the primary component of a DANN (i.e. that which outputs the phenotype prediction) is referred to as the "classifier" in this introduction. This is the term generally seen in the literature, although neural networks can of course output continuous values and act as a "regressor" instead of a classifier. Both use cases are explored in this chapter.
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Fig. 4.2 Domain-Adversarial Neural Network: A feature extractor (FE) first learns representation features from the input. This feature extractor is used for two separate tasks; prediction of Y and prediction of Z. In the context of this thesis, Y may represent the phenotype and Z may represent a confounding variable(s). Unbroken arrows represent the network’s hidden layers. The dashed lines represent back-propagation of the change ($\delta$) in loss ($L$) with respect to change in the network weights ($\theta$). The $\lambda$ value sets the relative importance of the Z prediction task relative to Y. The negative sign of $\lambda$ creates the adversarial component of the network.

BR-Net

Adeli et al. (2021) adapt this DANN framework to the task of mitigating bias by known continuous confounders, such as genomic PCs, with their bias-resilient neural network scheme (BR-Net). They also introduce a novel adversarial loss function whose minimization encourages statistical mean independence with regard to the predictions and the confounding variables. This property entails the predictions being both linearly and non-linearly independent from the dependent variable. Statistical independence can be measured by calculating the distance correlation (DC) between the target variable(s) and the confounding variable(s). Distance correlation is akin to Pearson’s correlation $\rho$ but in multi-dimensional and non-linear space (Edelmann et al. 2019; Székely et al. 2007). A DC of zero between the predictions of a model and the confounding variables would imply statistical mean independence between
them. Naturally, this property is attractive for a machine learning framework that may introduce complex non-linearities in high-dimensional feature space (Hou et al. 2022).

**DisCo-Regularized Network**

Kasieczka and Shih (2020) also propose the use of distance correlation during model training except as a regularization term rather than as part of a dedicated adversarial network. Here, the classifier performance is regularized by the addition of the DC value between the predictions and the confounding factors to the overall loss (see Equation 4.2). Again, a $\lambda$ factor controls the strength of penalization.

$$L_{Total} = L_{Classifier} - \lambda DC(\hat{Y}, Z)$$ (4.2)

**Pivotal Adversarial Neural Network**

The pivotal adversarial neural network (PANN) used by Shimmin et al. (2017), based on the concept of Louppe et al. (2017), modifies the traditional structure of a DANN. Instead of bifurcating the dual-task network, the output of the classifier is used as the starting input of the secondary network (see Fig. 4.3). Learned features from this input are used to predict the confounding factors and the loss fed back to both feature extractors, adversarially in the case of the classifier. The name of the network refers to the ideal property of a classifier, whereby it is pivotal to (i.e. independent of) nuisance parameters.

---

24Precedent for the use of distance correlation in biological applications also includes Chiu et al. (2018), Norman et al. (2019), Zhu et al. (2021) and Omberg et al. (2022).

25The DC loss in a TensorFlow compatible form is available from: https://github.com/gkasieczka/DisCo
Pre-training

Aside from the magnitude of the $\lambda$ parameter, another method that can be used to encourage bias removal is to pre-train using only the adversarial component of the network i.e. giving a head-start by refraining from weight updating based on the classifier loss information for a number of epochs. This might allow the network to be primed with features already independent from confounding factors. This is no guarantee that the network will not go on to learn biased features, nevertheless, it has been shown to be a viable strategy (Shimmin et al. 2017).

![Fig. 4.3 Pivotal Adversarial Neural Network](image)

**Fig. 4.3 Pivotal Adversarial Neural Network**: The pivotal network follows a similar procedure to the general DANN seen in Fig. 4.2 except that the output of the classifier is used as the input to the secondary network. The loss from the adversary is back-propagated in an adversarial fashion to the primary classification network’s layers. Unbroken arrows represent the network’s hidden layers. The dashed lines represent back-propagation of the change ($\delta$) in loss ($\mathcal{L}$) with respect to change in the network weights ($\theta$).

### 4.2 Materials and Methods

#### 4.2.1 Approach

The goal of this chapter is to assess the effectiveness of various novel methods for confounder handling in neural network approaches to genomic prediction. To this end, the approach
taken is to optimize the proposed methods with respect to prediction performance as well as minimizing bias, while comparing against a baseline feed-forward neural network. Bias is measured as the distance correlation between the final target predictions of each network and the corresponding confounding variables.

4.2.2 Data

**Arabidopsis thaliana**

The *Arabidopsis thaliana* data used in this chapter and previously described in Section 2.2.1 has no confounding environmental variables to account for as individuals were grown under standardized techniques.

Genomic principal components were calculated on this data using GCTA software version 1.93.2 (Yang et al. 2011). The GRMs for this analysis were made using a set of 1,049,629 independent SNPs created from PLINK’s LD-based pruner. The pruning used a 50kb window, 5bp step-size and a $\rho^2$ threshold of 0.2 (Purcell et al. 2007). The first two principal components of variation are plotted against one another in Fig. A.1b. The flowering time (16°C) was chosen as the phenotype of interest in this work. The top 10,000 SNPs from the GWAS described in Section 2.2.4 were used as the input variables to all networks with the homozygous genotypes coded as binary variables.

**ALS**

The ALS data used in this chapter and previously described in Section 3.2.1 has limited demographic information on cases and controls although individuals had their sex recorded and were divided into 27 separate strata on the basis of nationality and genotyping platform (Van Rheenen et al. 2016). Nationality here is likely a good proxy for ethnicity/ancestry as individuals not of European ancestries were excluded from the analysis (see Section 1.3). Furthermore, PCs from the genetic data of individuals can be calculated for more fine-grained
ancestry approximation. These were calculated using a set of 131,883 independent SNPs created from PLINK’s LD-based pruner. The pruning used a 50kb window, 5bp step-size and a $\rho^2$ threshold of 0.2. A scree plot was then created from the resultant PCs calculated by PLINK. The top 1,000 SNPs from the GWAS described in Section 3.2.3 were used as the input variables to all networks, with genotypes coded as 0, 0.5, or 1.

4.2.3 Network Descriptions

Neural networks were implemented using TensorFlow’s Python API (Abadi et al. 2015). Binary cross-entropy (logistic loss) or MAE was used to calculate the phenotypic output loss for the ALS and Arabidopsis data respectively. Pearson’s $\rho$ or AUC was used as the phenotypic performance measure. Unless otherwise stated, binary cross-entropy, categorical cross-entropy, or MAE was used for binary, categorical, or continuous confounder losses respectively.

All networks made use of the Adam optimizer (Kingma and Ba 2014). Early stopping of the networks was implemented after four 10-epoch intervals of less than 1% gain in performance. Genotypes were loaded in as dosages (0, 0.5, or 1) along with corresponding phenotypes. All continuous phenotype and confounder values were standardized and scaled based on the training set prior to learning. The BR-Net, PANN, and DisCo-regularized networks were permitted to pre-train using only the adversarial component of the loss during hyperparameter tuning. Learning rate, network depth, $\lambda$ strength, pre-training epochs, and training epochs were optimized by inspection.

BR-Net

The correlation coefficient loss described in Adeli et al. (2021) was implemented for the adversary. In the case of multiple independent confounders, the DC-based loss was implemented instead. Refer to Figure 4.2 for a representation of the training procedure. For
each epoch, the phenotypic (Y) loss was first back-propagated to update the Y output layer’s weights as well as the feature extractor. The adversary’s loss was then back-propagated to update the bias (Z) predictor weights. Finally, the adversary’s loss was maximized and back-propagated to update the feature extractor’s weights.

**DisCo-Regularized Networks**

This approach follows a similar learning procedure as a standard feed-forward network except the total loss back-propagated to the weights was calculated as shown in Equation 4.2.

**PANNs**

The correlation coefficient loss described in Adeli et al. (2021) was investigated for the adversary in addition to the standard binary cross-entropy, categorical cross-entropy, or MAE for binary, categorical and continuous confounder losses respectively. In the case of multiple independent confounders, the DC-based loss was implemented instead. Refer to Figure 4.3 for a representation of the training procedure. For each epoch, the Y and Z loss are used to update the first feature extractor’s weights. The loss was then used to update the second feature extractor’s weights.

**4.2.4 Assessment**

Training, test, and validation splits were conducted using a nested cross-validation design (see Section 1.4.6). Distance correlation between predictions and the nuisance variables was measured using the dcor Python package (Ramos-Carreño 2022). In order to select the final models of interest after hyperparameter tuning, models were initialized repeatedly and the top-performing models were chosen based on their performance in terms of prediction and DC minimization.
4.3 Results

(a) ALS Case/Control Data: An inflection point in explained variance can be observed at $\sim 3$ principal components.

(b) Arabidopsis thaliana: An inflection point in explained variance can be observed at $\sim 15$ principal components.

Fig. 4.4 Scree Plots for ALS and Arabidopsis Thaliana Data$^{16}$.

4.3.1 Arabidopsis thaliana

The experiments were run using the first principal component of variation, as well as the full 15 PCs deemed relevant for inclusion as estimated by a scree plot (see Fig. 4.4b). As a baseline with which to compare, the results from a non-adversarial feed-forward neural network can be seen in Fig. 4.5. As learning progresses, the distance correlation between the predictions and the nuisance variable increases. This occurs both in the training and in the test sets. In general, to achieve a test-set phenotypic prediction $\rho$ of $\sim 0.6$, the distance correlation grows to around 0.12. Although there can be differences in magnitude between the train DC and the test DC, there is a tight correlation during training. A Pearson correlation of $\sim 0.87$ was measured between the final train DC values and the hold-out validation DC (calculated using $\sim 500$ different runs, across all four model architectures). Without relying on incorporating new methods, one can choose between many iterations of an FNN and choose the model that has a relatively low DC, an example of such is given in Fig. 4.7a ($\rho \approx 0.6$, $\text{DC} \approx 0.04$).
To demonstrate the feasibility of the dual-task adversarial approach one can observe that, when using an overly large $\lambda$ strength value, learning does not commence at all (see Fig. 4.6a). In this example, a DisCo network simply prioritizes the minimization of the distance correlation between the output predictions and the first principal component of variation. Likewise, when using a large negative $\lambda$ value (changing the task to maximization of the distance correlation), the distance correlation becomes extremely high without any concomitant growth in predictive performance on the phenotype (see Fig. 4.6b). However, the ultimate goal of the experiment is to demonstrate that there exists a $\lambda$ value that optimally maximizes predictive performance while also forcing the DC to be relatively low. Ideally, the DC between the predictions and the confounding variables(s) would be zero as this would imply statistical mean independence between them.

As was expected, a trade-off often exists between predictive performance and bias reduction using the adversarial networks. Setting the $\lambda$ too high does not allow for high predictive performance yet after hyperparameter tuning, there were $\lambda$ values that appeared to be effective in keeping prediction high while keeping DC low. This was particularly seen in the case of DisCo networks (see Fig. 4.7c). Depending on how strictly one might set that maximum acceptable DC threshold, the top-performing DisCo network was able to achieve a $\rho$ of $\sim 0.4$ with a distance correlation of close to zero.

To a lesser extent, PANNs were also able to achieve a noticeable decrease in the overall DC needed to achieve high prediction accuracy (see Fig. 4.7b). However, even after $\lambda$ tuning and pre-training, BR-Nets were not able to substantially achieve lower DC than the best baseline FNN models (see Figs. 4.7a and 4.7d).
Fig. 4.5 **Representative Results Using 1 PC (Arabidopsis Flowering Time Trait)**. The predictive performance ($\rho$) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high $\rho$ and low DC.
Fig. 4.6 Representative Results Using Sub-Optimal $\lambda$ Values for 1 PC Using a DisCo Network (*Arabidopsis Flowering Time*). The predictive performance ($\rho$) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high $\rho$ and low DC.
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Fig. 4.7 Best Results Using 1 PC (Arabidopsis Flowering Time Trait)\(^\text{16}\). The predictive performance (\(\rho\)) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high \(\rho\) and low DC.

In general, pre-training of the adversarial networks on only the confounding variables was found to be an effective method with which to encourage low bias during subsequent training including the phenotypic loss.

When using the full 15 PCs as confounder variables, the average DC of the most predictive models increased, which was to be expected. Representative examples of the best-performing baseline FNN models (selecting those with low DC and high \(\rho\)) are shown in Fig 4.8. As before, there was a close correlation between the train DC and the test DC. Across all model architectures, using data from 120 iterations, the correlation between the training DC and the hold-out validation DC was 0.93.
Unlike as when using a single nuisance variable, the PANN networks struggled to keep the DC any lower than the baseline model when achieving high prediction accuracy (see Fig. 4.9). As can be seen in Fig. 4.9c, the DC could be kept low for a certain amount of learning, but in order to achieve high prediction accuracies the DC values needed to increase in tandem with $\rho$.

As before, the BR-Net class of models failed to distinguish themselves from the general performance of the best baseline models (see Fig. 4.11). Using a strong $\lambda$ parameter, DC can be kept low but this puts a ceiling of $\sim 0.2$ on the predictive performance (see Fig. 4.11d). However, in Fig. 4.8c, it can be observed that the baseline model can also achieve this result at an early training stage.

Finally, the results from the DisCo networks (see Fig. 4.10) were slightly more promising, although they failed to recapitulate the impressive results from Fig. 4.7c. As can be seen in Fig. 4.10d, a predictive $\rho$ of $\sim 0.5$ can be achieved while keeping the DC below a threshold of 0.05 (compared to a $\rho$ of around 0.4 for Fig. 4.8c). An inflection point often existed using the DisCo method, beyond which higher prediction accuracy could not be achieved without dramatically increasing the distance correlation between predictions and the confounding variables.

### 4.3.2 ALS

The baseline feed-forward network results using the top three principal components (based on the scree plot in Fig. 4.4a) as confounding variables are shown in Fig. 4.12. As with the Arabidopsis data, the distance correlation between the predictions and the bias variables grows steadily as training progresses. The correlation between the final training DC value and the validation DC was found to be extremely high at 0.99.

When using some of the bias-mitigating techniques, it can be seen that there is a clear reduction in overall DC when using both PANNs (see Fig. 4.13) and DisCo networks (see
Fig. 4.8 **Best FNN Results Using 15 PCs (Arabidopsis Flowering Time Trait)**. The predictive performance ($\rho$) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high $\rho$ and low DC.
Fig. 4.9 Best PANN Results Using 15 PCs (*Arabidopsis* Flowering Time Trait)\(^{16}\). The predictive performance (\(\rho\)) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high \(\rho\) and low DC.
Fig. 4.10 **Best DisCo Results Using 15 PCs (Arabidopsis Flowering Time Trait)**. The predictive performance ($\rho$) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high $\rho$ and low DC.
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Fig. 4.11 Best BR-Net Results Using 15 PCs (*Arabidopsis* Flowering Time Trait). The predictive performance (ρ) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high ρ and low DC.

Fig. 4.12 Best FNN Results Using 3 PCs (ALS). The predictive performance (ρ) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high ρ and low DC.
Fig. 4.13 Best PANN Results Using 3 PCs (ALS). The predictive performance ($\rho$) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high $\rho$ and low DC.

Fig. 4.14 Best DisCo Results using 3 PCs (ALS). The predictive performance ($\rho$) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high $\rho$ and low DC.
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Fig. 4.15 **Best BR-Net Results using 3 PCs (ALS)**\(^{16}\). The predictive performance ($\rho$) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high $\rho$ and low DC.

Fig. 4.16 **Best FNN Results Using Strata Information (ALS)**\(^{16}\). The predictive performance ($\rho$) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high $\rho$ and low DC.
Fig. 4.17 **Best PANN Results Using Strata Information** (ALS)\(^6\). The predictive performance \((\rho)\) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high \(\rho\) and low DC.

Fig. 4.18 **Best DisCo Results Using Strata Information** (ALS)\(^6\). The predictive performance \((\rho)\) of the training and test sets is displayed on the right-hand y-axis. The left-hand y-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high \(\rho\) and low DC.
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Fig. 4.19 **Best BR-Net Results Using Strata Information** (ALS)\textsuperscript{16}. The predictive performance ($\rho$) of the training and test sets is displayed on the right-hand $y$-axis. The left-hand $y$-axis measures the distance correlation (DC) between outputted predictions and the confounder variable(s). Ideally, a genomic prediction model should have high $\rho$ and low DC.

Fig. 4.14). However, for both these techniques there was a slightly lower ceiling for the predictive performance of networks.

The BR-Net networks did not greatly improve upon the baseline performance set by the FNN models (see Fig. 4.15), except at very early training stages when the AUC metric is quite low.

When using the strata covariate (which combines information on geographic origin and genotyping platform) the results were less promising. It was not clear that any of the bias-mitigating models (see Fig 4.17, 4.19 and 4.18) outperform the baseline feed-forward model (see Fig. 4.16). As before, the correlation between training DC and validation DC was also very high at 0.98.

4.4 **Discussion**

The results in this chapter demonstrate the utility of tracking known and measurable biases during deep learning and offer some insight into the feasibility of adjusting network architectures to encourage the minimization of confounding while keeping performance
high. As shown in Fig. 4.7a, in comparison with Fig. 4.5, one does not necessarily need to make use of adversarial approaches or loss adjustment in order to make a measurable reduction in the model’s final DC between predictions and confounder variables. The inherent stochasticity of network initialization and learning allows one to choose between various training iterations, some of which may output predictions that have a final DC value that falls above the acceptable threshold. Observing the DC during training also allows for the identification of certain performance inflection points, beyond which performance does not improve without clearly increasing bias as measured by distance correlation.

However, the use of adversarial or loss-adjusted networks may allow a researcher to actively encourage less statistical dependence between confounders and predictions during training. As with most adversarial approaches, this is not an easy task and training may prove to be difficult, although a reduced level of distance correlation was sometimes observed in the series of experiments detailed here; with DisCo networks proving to be the most promising.

The DisCo network is incredibly simple to implement in a deep learning setting as it only involves adding a penalty term to the normal loss metric. The tuning of the \( \lambda \) strength parameter is more difficult, however, it is probably worth investigating if measured confounders are at hand during training. In both the \textit{Arabidopsis} and ALS experiments, BR-Nets seemed to be more limited in their utility and ease of use while PANNs were only sometimes more successful than the baseline approach. However, all three methods did indeed show an ability to prioritize DC minimization, though a difference was observed in how effectively the three architectures could minimize DC while also maximizing predictive performance.

Future work on this project could include the creation of an adaptable \( \lambda \) framework. The inflection points that were observed during training show that the penalty factor loses its ability to keep the DC value low beyond a certain predictive point, however, if the strength
of $\lambda$ could vary depending on contextual factors during training, this could result in a more successful model.

The DisCo networks using ALS data, although successful in reducing bias relative to the feed-forward networks, had a clear problem with over-fitting (see Figs. 4.14 and 4.18). It is not clear why this should be the case although future, more comprehensive, hyperparameter tuning involving regularization may aid in reducing this effect (and possibly improve predictive accuracy on the test set). This may aid performance across all model types although the problem was particularly pronounced in the DisCo networks.

The ALS analysis was limited by the polygenic predictivity of the dataset. Future work will need to be done on other phenotypes to see if the patterns described here hold more generally.

In both datasets, the measured bias in the training data closely correlated with the bias observed in both the test and validation set, but this is of course not guaranteed in other datasets with different nuisance variables, so it is advisable to ensure a high correlation exists, at least between training and testing sets, before interpreting results from these methods.

Unfortunately, there is no gold-standard approach by which to gauge the performance of these results beyond the calculation of distance correlation. This benchmarking problem is also true of PC-adjustment during standard genomic prediction as debate remains on how best to show that no further bias adjustment is needed. Although distance correlation is a useful tool to measure statistical independence in biological applications, it is beyond the scope of this thesis to prove that the predictions outputted by low DC models are truly unbiased with respect to the confounders. Distance correlation is only one measure of bias and it is unclear how one could irrefutably demonstrate a true lack of bias in a model. Ultimately, as with PC-adjustment and the addition of further principal components, there may be diminishing returns with continual reduction of the maximum DC threshold. This may prove to be task-specific and somewhat heuristic, however, the creation of clear confounding guiding
principles could be an important goal for the field of genomic prediction with machine learning. So far, this issue has remained somewhat under-explored relative to the amount of information on covariate adjustment in linear genomic prediction tasks.

With human data, when one is specifically interested in avoiding predictive power stemming from certain specific confounders (e.g. sex or ethnicity), it is usually imperative that the predictions themselves are known to be independent of those factors. Therefore, metrics that can detect non-independence and encourage mitigation of it are an important contextual addition during the evaluation of the model. A predictor that improves upon confounding may be of less interest than a predictor that is known to be truly free from confounding, even if the former has more predictive power overall. When using the ALS data one can see a clear general decrease in bias from the baseline (Fig. 4.12) with the DisCo (Fig. 4.14) network, although the overall predictivity remains lower with the bias-mitigating model. It is not fully clear how one should balance prioritizing high predictivity with low observed bias. When dealing with human data there may be a higher emphasis placed on low-bias models for example.

A limitation of this analysis is that as neural networks tend to defy interpretability, it is difficult to recognize when learned features have truly transformed from a biased representation to an unbiased one. As mentioned previously, any DC threshold will largely be arbitrary, but it would be useful to be able to recognize state changes between model representations. For example, in Fig. 4.10a training does not proceed over a predictive $\rho$ of 0.2 due to a strong $\lambda$ parameter, but it is unclear if this prediction stems from representations that are different from the representations that constitute the $\rho$ of 0.2 achieved by the FNN at an early epoch (in Fig 4.8b for example.).

This chapter dealt solely with the use of confounder adjustment in the case of neural networks but the general problem of biased predictions exists across many non-linear machine learning models. Various other techniques have been proposed, some of which are general
and some of which are model specific, and it is likely that major headway will be made in this area over the next decade as the importance of reducing bias in ML-driven tasks in medicine and genomics is put to the fore.
Chapter 5

General Discussion and Conclusion

This chapter will attempt to synthesize the new results presented in this thesis and place them within the broader context of the field, as well as introduce future methods by which this work can be expanded upon and the directions machine learning approaches to genomic prediction might take. It will end with a brief conclusion as to the results and value of this thesis.

5.1 General Discussion

Chapter 1 introduced the two fields of genomic prediction and quantitative genetics. It highlighted the fact that much of the genetic variation in complex traits estimated to exist across populations has yet to be accounted for, and that the genetic architectures of these traits are not yet fully understood. A potential reason for this knowledge gap is that complex non-linear interactions are not well modeled by current techniques in genomic prediction, which are largely linear in their construction. However, it is known that non-additive interactions can indeed be captured by the additive component of variance usually targeted by researchers, and so the extent to which non-linear modeling holds the key to closing the missing heritability gap remains debated.
Machine learning is an attractive option if one wishes to model non-linear interactions and several ML families are also introduced in Chapter 1. However, the complexity of machine learning has a drawback in that methods that account for confounding, an eternal problem in population-level genomic data, are under-developed and gold-standard approaches are lacking.

Chapter 2 makes use of a global *Arabidopsis thaliana* sample to explore the benefits of applying machine learning techniques to the task of genomic prediction, benchmarking against the standard gBLUP method. Using a nested cross-validation approach, a Dunnett test was conducted on the predictive performances as a statistical comparison between the models and the baseline. Formal statistical tests are often left out of comparisons between methods in genomic prediction and this was considered a strength of this analysis. The experiment found that even after extensive hyperparameter tuning, the standard linear method performed relatively well against the machine learning methods although some families, namely feed-forward neural networks and ridge regression, often outperformed it. Although feed-forward neural networks sometimes improved upon the gBLUP method, it is unclear to what extent this was due to the incorporation of non-linear effects, as Ridge regression is a linear model and also performed well. One of the drawbacks of using machine learning methods is that they are often “black boxes” whose input-output transformations prove difficult to interpret. Much work is being done on improving the interpretability of machine learning models, but it is unclear to what extent new techniques may aid in interpreting genomic prediction outputs. This is one area of future research in the field that could provide useful context for the results presented in this thesis.

Chapter 3 takes a similar methodological approach as Chapter 2, except that it uses a large European sample of ALS cases and controls. Although ALS is known to have a large contribution from rare variation, previous work had estimated that almost $10\%$ of the heritability was due to the effect of common polymorphisms in the population (overall $h^2 \approx \ldots$
0.5) (Van Rheenen et al. 2016). Furthermore, a role for epistasis in the genetic architecture of this disorder had also been proposed. Similar to the results in Chapter 2, statistically significant improvement over a standard PRS was not regularly obtained, and the magnitudes of any improvements were generally small. Overall, the random forest class of predictors performed the strongest in this setting. A calibration analysis, which is often omitted in similar studies, found that poor calibration was not an issue for the baseline PRS, or for the top-performing models across each feature set.

The discrimination between cases and controls achieved by all of the ALS models was found to be quite low, even when using thousands of the most strongly associated SNPs, suggesting that in this sample there is not a large polygenic component to trait architecture. Although bigger and more diverse sample sizes are always useful in genomics, a larger GWAS conducted during the course of this research revised downward the estimate of the SNP-based heritability in ALS to only 3% (Van Rheenen et al. 2021). This may limit the current practicality of further insight into ALS genetic architecture using only SNP-data, although advances in ML techniques may allow for further interesting work, even if only on rarer forms of variation.

The rise in the accuracy of polygenic scoring on human traits and disorders offers up as many questions as it does exciting prospects. On the one hand, precision medicine will be greatly facilitated by the growth of cheaply available polygenic risk scores. Persons identified to be at high risk of certain diseases can be selected for early-screening programs, especially important in cancers, or given appropriate access to treatments, such as preventative statins for CAD. Furthermore, treatment-responsive sub-groups may be more easily identified during clinical trials, and the role of pharmacogenomics in medicinal dosing regimens is becoming ever larger (Johnson et al. 2022). However, information on genetic disease risk can often be emotionally burdensome to patients, as it is largely immutable and transferable across generations. There is much debate around the cost-benefit of the routine supply of genomic
risk information of serious disorders, without effective preventative measures or treatments, such as is the case in Alzheimer’s disease (Baker and Escott-Price 2020). In the context of ALS, in the absence of involvement in a research program dedicated to early treatment investigation, it is doubtful that a publicly available ALS polygenic test would be of net benefit to the population. However, as mentioned previously, genetic profiling to identify treatment-responsive sub-groups in a clinical trial setting could be one potential use case.

The development of human PRS has also led to an increased interest in the use of polygenic embryo selection. However, there are a number of ethical questions related to this practice, notwithstanding debate regarding the actual utility of such an approach to prevent disease (Karavani et al. 2019; Lencz et al. 2022; Turley et al. 2021).

The first two experimental chapters took an approach that has been common in previous research, which was not to fully address the problem of confounding and population structure when developing machine learning models for genomic prediction. Other than adjusting for population structure at the feature selection stage (through the use of a GRM-based MLMA or using PCs as covariates in GWAS), no formal evaluation of bias was made on the outputted predictions. However, in Chapter 4, an attempt was made to develop an approach future work in this area could take in identifying the extent of confounding, and in the use of tools to mitigate bias during neural network training. A metric deemed especially useful in this task is the distance correlation which allows for the extent of statistical independence to be measured in multi-dimensional space. A DC value of zero establishes the desirable property of statistical mean independence between two vectors; in this case as measured between genomic predictions and any number of confounding variables.

Without any modification to network architecture, this metric can be useful as a tool to measure bias during training and the establishment of an appropriate threshold can inform a training stopping point. Furthermore, if one is using a test set during model training and
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hyperparameter optimization, as is almost always the case, it is further contextual information one can use in selecting the final model(s) sent for validation.

The distance correlation was also explored in the context of examining several new methods that have been proposed to mitigate bias during network training. These dual-task approaches, which include adversarial designs, are notoriously difficult to train but have shown promise in other contexts in reducing confounding in predictions. The DisCo networks proposed by Kasieczka and Shih were found to be the simplest and most effective method to implement and often successfully reduced the prediction DC in comparison to standard feed-forward neural networks. However, statistical mean independence proved elusive when including many confounding factors and a trade-off existed between predictive performance and bias reduction. This reduction in bias using DisCo networks was not observed when using patient strata information in the ALS dataset however, which may point towards a fundamental limitation of the method in some use cases, although further optimization may improve the performance.

As noted in Section 1.3.3, the exact point at which environmental effects become unwanted in risk profiling is contentious and will probably be case-specific. In fact, the issue of removing environmental effects strikes right at the heart of the nature versus nurture debate as exemplified by Equation 1.1. In reality, nature and nurture are interwoven, perhaps implacably so, and it is evident that such a complex web will not easily be disentangled.

Even the gold-standard approach of a family-based design (see Section 1.3.4) cannot account for every form of unwanted bias. These problems, including dynastic effects and geographic self-clustering (and which are beyond the scope of this thesis), are most acute for human behavioral traits, however, they may one day prove relevant to more proximally “biological” traits as certain behaviors (e.g. smoking and diet choices) are known risk factors for a myriad of disorders (Abdellaoui et al. 2022; Abdellaoui and Verweij 2021).
Chapter 4 is concerned only with implementing novel approaches to confounder handling in the case of deep learning, although the problem exists across many machine learning frameworks. Future research in this vein would naturally extend to benchmarking similar DC-based mitigation methods in other settings. Furthermore, within each machine learning family, there have been myriad methods proposed to deal with confounding, each of which could be investigated should they look feasible and promising. With no gold-standard method with which to truly gauge the success of each method, the task is a daunting one, however, if machine learning based genomic predictions are to be implemented clinically it is essential that they are trustworthy and free from bias. For this reason, it should be a large priority for quantitative genetics to grapple with confounder handling as the interest in and capabilities of machine learning is only growing.

Although this work attempted to gauge the potential improvements to be made using a broad variety of machine learning families, there are many other algorithms that could be included in a future analysis. Limitations of this thesis include not having access to external validation datasets for either the *Arabidopsis thaliana* data or the ALS patient cohort. The use of a nested cross-validation design protected against the unwanted effects of overfitting and should give a reasonable estimation of actual relative performance on other datasets, however, access to external data is an invaluable resource to measure performance transferability, but this was unfortunately not available here.

Additionally, computational power limited experimental investigation beyond the use of 10,000 SNPs, though there is no real limit to the number of unlinked SNPs one would want to investigate with the availability of unlimited resources. Likewise, the performance of random grid-searching and Bayesian searching is to some extent a function of time, and so future analysis with larger datasets and more resources could yield additional insights.

Comparisons between multiple factors can be limited by statistical power, and this was certainly the case here as there was a trade-off between outer cross-validation folds being
numerous enough to run a powerful Dunnett test, and each fold containing enough samples to have generalizable results.
5.2 Conclusion

In conclusion, this thesis has added to the body of knowledge regarding the potential performance of machine learning approaches in the task of genomic prediction. It lays out a framework of how to approach and implement this task, the potential benefits and limitations of machine learning, as well as statistical methods by which to analyze the results. It also highlights the importance of detecting and accounting for bias in non-linear frameworks and offers some insight into the benefits and practicality of recently proposed techniques to handle confounding during model training, a serious problem in genomic prediction.
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Appendix A

S1 Grid search

Hyperparameters

The following hyperparameters were optimized according to predictive performance and time taken during the Arabidopsis thaliana experiments described in Chapter 2:

**Feed-forward Neural Network**: Number of Units, Learning Rate, Optimizer, Batch size, Network Shape, L1/L2 Regularization, Dropout rate, Number of Hidden Layers, Epochs, Kernel Initializer, Activation Function, Decay Rate, Maximum Norm Value, Learning Rate Decay

**Convolutional Neural Network**: Number of Units, Learning Rate, Optimizer, Batch Size, Network Shape, L1/L2 Regularization, Dropout Rate, Number of Hidden Layers, Epochs, Kernel Initializer, Activation Function, Filters, Kernel, Pool, Strides, Decay Rate, Maximum Norm Value, Learning Rate Decay

**Support Vector Machine (Linear)**: C, Epsilon, Loss

**Support Vector Machine (Non-Linear)**: C, Gamma, Epsilon, Loss, Kernel, Degree, Cache Size, Optimization Tolerance, Shrinking

**LASSO**: Alpha, Selection, Optimization Tolerance, Maximum Iterations

**Ridge Regression**: Alpha, Optimization Tolerance
Random Forests: Number of Estimators, Maximum Depth, Maximum Number of Features, Bootstrapping, Maximum Number of Samples, Minimum Number of Samples to Split, Minimum Leaf samples, Maximum Number of Leaf Nodes

The following hyperparameters were optimized according to predictive performance and time taken during the ALS experiments described in Chapter 3:

Feed-forward Neural Network: Number of Units, Learning Rate, Optimizer, Batch size, Network Shape, L1/L2 Regularization, Dropout rate, Number of Hidden Layers, Epochs, Kernel Initializer, Activation Function, Decay Rate, Maximum Norm Value, Learning Rate Decay

Convolutional Neural Network: Number of Units, Learning Rate, Optimizer, Batch Size, Network Shape, L1/L2 Regularization, Dropout Rate, Number of Hidden Layers, Epochs, Kernel Initializer, Activation Function, Filters, Kernel, Pool, Strides, Decay Rate, Maximum Norm Value, Learning Rate Decay

Support Vector Machine (Non-Linear): C, Gamma, Epsilon, Loss, Kernel, Degree, Cache Size, Optimization Tolerance, Shrinking

LASSO: Alpha, Selection, Optimization Tolerance, Maximum Iterations

Ridge Regression: Alpha, Optimization Tolerance

Random Forests: Number of Estimators, Maximum Depth, Maximum Number of Features, Bootstrapping, Maximum Number of Samples, Minimum Number of Samples to Split, Minimum Leaf samples, Maximum Number of Leaf Nodes
S2 Principal Component Analysis

(a) **ALS Case/Control Data:** The first two principal components of variation in this data are plotted (calculated using 131,883 pruned SNPs as per Section 4.2.2).

(b) **Arabidopsis thaliana:** The first two principal components of variation in this data are plotted (calculated using the GRMs as described in Section 4.2.2).

Fig. A.1 **Principal Component Plots for ALS and Arabidopsis Thaliana Data.**