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Abstract

Three separate systems of nanoparticles coupled to two-dimensional materials are studied. Each system is investigated both experimentally and numerically with FDTD simulations.

The first system involves a nanoparticle-on-mirror approach, with a 150 nm Au sphere on a 100 nm Au film with an intermediate monolayer of graphene in between. The gap size between the Au nanosphere and film, as well as the doping level of the graphene is altered by immersing the system in nitric acid. The scattering spectra for individual nanospheres revealed three multipolar modes, which red-shifted with a reduced gap size and blue-shifted with increased chemical potential of the graphene. Smaller gap sizes increased the electric field strength between the Au sphere and film, increasing the interaction with the graphene. Additionally, it was found that the dipolar mode splits into two new modes due to the coupling of the gap plasmon and the charge transfer plasmon. This work demonstrates the merging of two other theories previously shown to strongly influence the multipolar plasmonic modes in the nanoparticle on mirror system.

The second system consists of single Au nano-bipyramids drop-cast on a monolayer of MoS$_2$. Rabi splitting is achieved between the longitudinal plasmons of the Au bipyramids and the excitons of the MoS$_2$ layer. This strong coupling effect is enhanced by increasing the size of the bipyramids. This is due to the higher electric field strength concentrated at the tips of the larger bipyramids, and also due to the lower aspect ratio of the bipyramid required to keep the plasmon energy overlapped with the energy of the exciton. A lower aspect ratio increases the natural tilt a bipyramid has towards the substrate, tilting the plasmon to overlap more closely with the exciton, and hence increases the strong coupling effect. A bipyramid’s sharp tips are also important to increase the Rabi splitting strength, by both increasing the electric field strength and confinement and by tilting the plasmon resonance more directly towards the MoS$_2$ layer. This work is the first demonstration of the Rabi splitting strength increasing with an increased metal volume of nanoparticle, without increasing the number of excitons coupled into the system.

The final system is a monolayer of MoS$_2$ placed on top of a Si disk array on a SiO$_2$/Si substrate. The Si disks are shown to cause a photoluminescence enhancement in the MoS$_2$ for two different pump wavelengths, caused primarily due to the increased absorption at both wavelengths. The system was further optimised with simulations, by replacing the Si in the substrate with Au to act as a back-reflector. This increases the absorption in a monolayer of MoS$_2$ to up to 53%.
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1 Introduction

The study and manipulation of light has been crucial to both science and day to day life for centuries. One of the earliest examples of this is the invention of the wearable eyeglasses in 13th century Italy by Salvino D’Armati[1]. The invention of the earliest compound microscope is credited to Zacharias Janssen[2], around the same time as the earliest recorded telescope, which was invented by Hans Lippershay in the early 17th century, before Galileo Galilei published his first astronomical discoveries in 1610[3]. All of these inventions relied on lenses to focus light to improve vision for improving the natural focus of the eye, examining small objects in finer detail and observing far-away objects in space. They proved that light could be manipulated to improve vision and to further the knowledge of science. The uses for light, however, were limited without a deeper knowledge of the fundamental physics by which light behaves.

Many theories were proposed to describe the nature of light, notably the two competing theories of Christiaan Huygens and Isaac Newton. Huygens proposed in 1678 that light was due to propagating waves[4]. In 1704, Newton proposed his corpuscular theory, suggesting that light was made of particles[5]. In 1801, Thomas Young’s double slit experiment demonstrated the constructive and destructive interference of two monochromatic sources of light, suggesting that Huygens’ theory was correct[6]. In 1864, James Clerk Maxwell derived equations that describing electromagnetic waves. The speed his equations predicted for the speed of the electromagnetic waves was so close to the speed of light, he hypothesised that the electromagnetic disturbances were light itself[4]. In 1890, Heinrich Hertz experimentally proved Maxwell’s theory, demonstrating that electromagnetic waves, that moved at the speed of light, could be produced by oscillating electric charges[7]. After this discovery, Hertz said he did not believe that the electromagnetic waves he discovered would have any practical application. It was unknown at the time the revolution in photonics and other areas of science that Hertz’s discovery would make possible.

In 1922, Albert Einstein won the Nobel Prize in Physics for his discovery of the photoelectric effect, demonstrating how light interacts with matter and how it is quantised in
energy packets called photons[8]. Since this discovery, scientists have strived to study and manipulate the interactions between light and matter. The trend in recent years has been to push devices to smaller and smaller scales for photonic devices, analogous to the trends in electronics. With the rise of interest in nanoscience, the study of nanophotonics has also become more important.

In 1959, nanoscience and nanotechnology were first introduced by Richard Feynman, to the American Physical Society in Caltech in his famous talk, entitled ‘There’s Plenty of Room at the Bottom’[9]. Since then, there has been an explosion in growth in all areas of nanoscience. Nanoscience is the study of materials larger than the atomic scale, but smaller than the macroscale, generally encompassing all materials with at least one dimension between 1 and 100 nm. These nanomaterials have drastically different properties than their bulk and molecular counterparts[10], which adds to the scientific intrigue of their discovery. Nanomaterials form an exotic intermediate between materials on the bulk and molecular scale, presenting an entirely new set of physical properties to wield into novel devices and applications.

With an increasing amount of scientific interest over the last few decades, a vast range of fabrication methods have been developed for nanomaterials. These techniques can be in the form of a ‘top down’ or a ‘bottom up’ approach[11]. ‘Top down’ approaches involve processing bulk materials to construct a nanomaterial. These techniques include lithographic and milling techniques such as electron beam lithography, photolithography and focused ion beam milling. Very simple methods can also be employed for some materials. For example, mechanical exfoliation of two-dimensional materials is carried out by cleaving away layers of the material with scotch tape until a single monolayer remains. ‘Bottom up’ approaches involve assembling nanomaterials from the atomic level. These techniques include chemical vapour deposition and physical vapour deposition. Synthesis of nanoparticles in a growth solution is also a ‘bottom up’ technique.

Metallic nanoparticles are of particular interest in the study of nanophotonics due to localised surface plasmon resonances (LSPRs). This is when light hits a metallic nanoparticle, smaller than the wavelength of the incident light, causing an oscillation of the electrons within. LSPRs can be manipulated by the size, shape and metal of the nanoparticle and can be used to control the scattering and absorption cross sections. LSPRs are also particularly useful due to their tendency to enhance the electric field strength at the surface of the metallic nanoparticle, as well as confine it in very small, sub-wavelength regions. Early examples of plasmons being used to manipulate light can be traced back as far as the 4th
century with the Lycurgus cup, an Ancient Roman artifact[12]. Dielectric nanoparticles can be used for similar control over light by manipulating the electric and magnetic multipolar modes described by Mie theory[13]. Dielectric nanostructures have different advantages and disadvantages from the metallic nanoparticles previously mentioned. The electric field hotspot for dielectric nanoparticles is on the inside instead of the surface, as it is for metallic particles. This makes it more difficult to access and couple with other materials. Dielectric nanoparticles, however, are less lossy than their metallic counterparts, with sharper peaks and longer lifetimes. This is advantageous for sensing applications.

Two-dimensional materials are a particularly interesting class of materials, as their properties differ significantly from their bulk counterparts. Graphene exhibits unparallelled carrier mobilities[14], and many transition metal dichalcogenides exhibit a direct band-gap only in their monolayer state[15]. 2D materials also offer the advantage of sub-nanometer thicknesses, increasing the ease of their integration with other components in a device. Additionally, their thin nature allows the increase in their overlap with the electric field hotspot of plasmonic nanoparticles.

The study of nanophotonics has opened the world up to numerous new scientific advances and discoveries. Shrinking photonic devices down to the nanoscale has enabled the development of flat optical metalenses[16, 17]. It has enabled the advancement of sensing, even on the molecular level[18, 19, 20], which provides obvious benefits to many other areas of science and medicine. The advancement of nanophotonics has helped to pave the way to more sustainable energy sources by improving solar cells[21, 22]. It has also given potential to the development of a quantum computer by developing methods for quantum entanglement[23]. Several methods have been developed to allow for the precise placement of quantum emitters in the hot-spots of the electric field strength, for example by 2-photon polymerisation[24] and by optical tweezing[25].

The aim of this thesis is to investigate the coupling of nanoparticles with 2D materials in three different systems. Each system explores how to improve the interaction between Au or Si nanoparticles and an atomically thin layer of graphene or MoS₂. The excitation modes of the nanoparticles are modulated by coupling with the 2D materials. Experimental and numerical results are displayed for each system considered in this thesis. Potential applications for the work displayed include the development of solar cells, quantum sensing and optical switching.

In chapter 2, the background theory behind the work presented is introduced. This chapter includes details about the 2D materials used (graphene and MoS₂) with background on
the atomic configurations and electric band structures. The physics of localised surface plasmon resonances in metallic nanoparticles is discussed, as well as the magnetic and electric multipolar modes in dielectric nanoparticles. Finally, the weak and strong coupling interactions are discussed, giving background to the coupling of nanoparticles to MoS\textsubscript{2} in chapters 5 and 6.

**Chapter 3** gives an overview of all of the methods employed throughout the work of this thesis. Details of the finite-difference-time-domain (FDTD) simulations are given, as FDTD is used as the method of numerical simulations throughout the entire work. Fabrication techniques of all of the materials used in this thesis are given, including the synthesis of Au nanoparticles (spheres and bipyramids) in aqueous solution and the growth of 2D materials (graphene and MoS\textsubscript{2}) by chemical vapour deposition. Finally, the characterisation and measurement techniques are described, including Raman, photoluminescence, dark field, reflectance and UV-vis spectroscopy and scanning electron microscopy. Photolithography is also described, as a method of creating a grid on a substrate to correlate the spectra measured of individual nanoparticles and their corresponding SEM images.

The first experimental system studied in this thesis is shown in **chapter 4**. A system with single Au nanospheres drop-cast on top of an Au film with an intermediate layer of monolayer graphene in between is investigated. The effect of the gap size between the Au film and sphere and the doping of the graphene layer is explored. The change in gap size and the doping of the graphene layer was achieved by immersing the system in nitric acid. It is shown that both the gap size and the doping of the graphene have very large effects on the spectral features of the system because the electric field hot-spot is concentrated in the gap.

In **chapter 5**, a system with single Au nano-bipyramids drop-cast onto a monolayer of MoS\textsubscript{2} on a SiO\textsubscript{2}/Si substrate is investigated. This chapter elucidates the strong coupling effect between the longitudinal plasmons of the Au bipyramids and the A exciton of the MoS\textsubscript{2}, showing how the system’s energy splits into two new energy states. It is shown how a bipyramid is an ideal shape of nanoparticle to achieve strong coupling because of its natural sharp tips, which greatly confine and enhance the electric field strength of the plasmon resonance. Additionally, the bipyramid shape shows a further advantage by its natural tilt towards the substrate on which it is drop-cast, tilting the plasmon resonance towards the MoS\textsubscript{2}, increasing the coupling strength.

**Chapter 6** investigates the weak coupling regime between an array of Si disks on a SiO\textsubscript{2}/Si substrate and a monolayer of MoS\textsubscript{2}. A photoluminescence enhancement for the MoS\textsubscript{2} on the disk arrays for two different pump frequencies is presented. It is shown that
this enhancement was due to the absorption enhancement within the MoS$_2$ layer when the Si disks were present. This system is further optimised to show that a layer of Au underneath the SiO$_2$ layer can act as a back-reflector to enhance the absorption of the MoS$_2$ and Si disk hybrid system.

Chapter 7 gives a conclusion drawn from the results found in this thesis. A discussion on the future work regarding the three systems investigated is also laid out.
Remember to look up at the stars and not down at your feet.

Stephen Hawking

2 Background

2.1 2D Materials

2.1.1 Graphene

Two-dimensional materials are an interesting class of nanomaterials. At the monolayer limit, they are shown to have highly different properties compared to their bulk counterparts[26]. Additionally, due to their atomic thicknesses, they can easily be integrated with other devices[27]. 2D materials were originally thought of in a theoretical context only. This is because studies showed that they would be unstable at the monolayer limit[28, 29]. The first study on monolayer graphene was conducted in 1947 by Wallace[30] to investigate the electronic energy bands. It wasn’t until over 50 years later, in 2004, when the first reproducible fabrication method was developed by Novoselov and Geim[14]. This was achieved with the very simple approach of mechanical exfoliation. Layers were repeatedly peeled away from highly-oriented bulk pyrolytic graphite with scotch tape until a single graphene layer remained. This was an important discovery because of graphene’s many unique properties, including its high electrical conductivity, and its high chemical stability[31, 32, 33, 34]. After the first fabrication of 2D graphene sheets, many doorways were opened to new science, exploiting its interesting new properties.

![Honeycomb structure of sp² hybridised carbon atoms.](image)

**Figure 2.1:** Honeycomb structure of sp² hybridised carbon atoms.

This discovery was the inspiration for many other studies to investigate the fabrication and properties of the atomically thin graphene sheets. Since the development of the scotch
tape method, many other fabrication techniques were established[35]. It was important to develop other fabrication methods, because while the mechanical exfoliation method showed promising results of monolayer graphene flakes with high crystallinity, there was minimal control over the flake size and how much bi- and multi-layered graphene sheets surrounded the desired monolayer product. Other methods of graphene growth include liquid phase exfoliation[36], flame synthesis[37], pulsed laser deposition[38] and chemical vapour deposition (CVD)[33]. CVD was chosen as the technique of fabrication for this work due to its high monolayer coverage[33, 34].

Graphene consists of a monolayer of carbon atoms in a honeycomb formation, as shown in figure 2.1. It is the thinnest of the 2D materials, with a thickness of 0.34 nm[39, 40, 41]. Each carbon atom is covalently bonded to its three nearest neighbours, with nearest-neighbour distance being 1.42 Å[26]. A lone carbon atom has an electric configuration of 1s²2s²2pₓ²pᵧ²pᶻ⁰ in its ground state, with the 2pₓ, 2pᵧ and 2pᶻ states all being degenerate. Figure 2.2 shows the 2s (sphere-shaped) and two 2p (dumbbell-shaped) orbitals. In a monolayer of graphene, these electron orbitals combine to form three new, degenerate energy electron orbitals, sp² hybridised. The energy of these new orbitals are between the energy of the original s and original p orbitals. The shapes of the sp² orbitals are also shown in figure 2.2, as well as their positions in relation to each other and the carbon atom nucleus. In all orbitals shown in figure 2.2, the carbon nucleus is at the origin of the x and y axes shown.

Each carbon atom in the graphene sheet bonds with its three nearest neighbours, as shown in figure 2.1. A schematic of these bonds is shown in figure 2.3, with example sp² orbitals shown in red and example p orbitals shown in blue. As previously discussed, the 2s, 2pₓ and 2pᵧ orbitals form three new hybridised orbitals, while the 2pᶻ orbital remains unchanged. A σ covalent bond is formed between the sp² orbitals of adjacent carbon atoms. A weaker π bond is also formed between the 2pₓ orbitals of adjacent atoms. This results in small spacings between atoms in the graphene sheet, and incredibly strong bonds. Carbon nanotubes (sheets of rolled-up graphene) are the strongest known material because of this[42, 43]. It is even stronger than diamond, which consists of sp³ hybridised orbitals around carbon atoms. The out of plane π bonds cause van der Waals attraction between separate sheets of graphene.

The band structure of graphene is particularly interesting because of its zero band-gap between the conduction and valence bands[26]. This allows graphene to conduct electrons as a metal does. This band structure can be modified by several different methods. For monolayer graphene, the conduction band and valence band touch only at Dirac points, giving rise to the zero band gap nature. In bilayer graphene, the out of plane 2pₓ orbitals interact with the
Figure 2.2: Hybridisation of the 2s, 2px and 2pz orbitals to make three separate sp² orbitals in the graphene honeycomb structure. The combination of the three sp² orbitals positioned around a carbon nucleus is also shown. These three hybridised orbitals bond with the three nearest neighbour carbon atoms in graphene. The carbon atom nucleus is positioned at the origin of the x and y axes shown.

Figure 2.3: Schematic of two nearest neighbour carbon atoms bonding each other in a sheet of graphene. The two red orbitals describe the hybridised sp² orbitals in a covalent σ bond. The two blue orbitals describe the 2pz orbitals in a covalent π bond. Similar bonds occur for each carbon atom in the graphene sheet and their three nearest neighbours.

other 2pz orbitals in the other graphene layer. This gives rise to a zero-energy band, no longer being confined to a single Dirac point. For trilayer graphene, there is a finite overlap between the valence and conduction bands, making it a semi-metal[44]. As more layers of graphene are added, the band structure quickly changes, becoming almost identical to graphite with 10 layers[45].
The band structure of graphene can also be modified by doping the graphene, both electrically and chemically[46, 47, 48]. This is illustrated in figure 2.4. The linear dispersion around the point of zero band-gap is approximated as a cone. For pristine, undoped graphene, the Fermi level is at the Dirac point, with the occupied density of states below the Dirac point, and the unoccupied density of states above (see figure 2.4a). When the graphene is p-doped, the Fermi energy is displaced to a lower point with respect to the Dirac point as shown in figure 2.4b. Similarly, when the graphene is n-doped, the Fermi energy is displaced to a higher point with respect to the Dirac point as shown in figure 2.4c.

![Figure 2.4: Dirac cones of (a) undoped, (b) p-doped and (c) n-doped graphene. The blue parts of the cones depict the occupied density of states, while the red parts of the cones depict the unoccupied density of states. The Fermi level is indicated by the dark blue dashed lines.](image)

The graphene used in this thesis is doped chemically with nitric acid (HNO₃). This method causes the graphene to be p-doped, due to adsorbed atoms and molecules on the graphene surface[49]. According to D’Arsié et al., the HNO₃ molecules dissociate into two radical types and water molecules after physisorbing onto the graphene lattice according to the following equation:

\[
2\text{HNO}_3 \rightarrow \text{NO}_2^- + \text{NO}_3^- + \text{H}_2\text{O}
\]  

(2.1)

The two radicals formed have an energy state below the Fermi energy of the graphene only occupied by a single electron. Therefore, they each attract an electron from the graphene into their lower-energy states, forming $\text{NO}_2^-$ and $\text{NO}_3^-$ anions. Two holes are created in the graphene by this, causing the p-doping. The $\text{NO}_2^-$ and $\text{NO}_3^-$ are kept adsorbed by the graphene, bound by the Coulomb force between the anion and the positive hole formed in the graphene. The bond length between the carbon atoms in the graphene is too long for the anions to bond to more than one carbon atom, which minimises changes in the relative positions of the carbon atoms in the lattice. This keeps the quality of the graphene high,
which can be observed in the absence of the D peak in the Raman spectrum after the graphene has been doped with Nitric acid. The D peak will be discussed further in section 3.4.1.

2.1.2 MoS$_2$

The discovery of graphene inspired many scientists to investigate other 2D materials, such as transition metal dichalcogenides (TMDCs). Today, there are over 40 known TMDCs[50]. These are a class of 2D material, with the formula MX$_2$, where M is a transition metal atom (group 4-12 in the periodic table) and X is a chalcogen atom (group 16 in the periodic table).

In the bulk, layers of TMDCs are held together by van der Waals forces[50], as is the case for graphene. In this work, MoS$_2$ (a TMDC) is used as a 2D material in chapters 5 and 6. MoS$_2$ is one of the most stable layered dichalcogenides[51], with an A exciton with energy in the visible region. It is a preferable two-dimensional material to WSe$_2$ (a TMDC with a similar A exciton energy[52]) due to its relative ease of synthesis. This is because sulfide precursors are more reactive than selenium precursors and because WO$_3$ is more difficult to sublimate than MO$_3$ (boiling points being at 1700°C and 1155°C, respectively).

Atoms are arranged differently in TMDCs than they are in graphene, because there are two different types of atoms within each layer. Within one layer of crystalline 2H-MoS$_2$, for example, the Mo atoms are arranged in a hexagonal lattice, with 6 equidistant Mo atoms surrounding each individual Mo atom. This is sandwiched between two layers of S atoms, both also arranged in a hexagonal lattice. Each Mo atom is bonded covalently to six S atoms, three in the S hexagonal lattice above the Mo layer, and three in the S hexagonal lattice below the Mo layer. Each S atom is bonded covalently to three Mo atoms. The covalent bonds are between the 4d orbitals in the Mo atoms and the 3p orbitals on the S atoms[53]. This structure is represented in figures 2.5a and b, with a view from above, and a view from the side, respectively. The thickness of MoS$_2$ is 0.65 nm[54].

![Figure 2.5: (a) Top view and (b) side view of a single layer of MoS$_2$.](image)
MoS$_2$ can be fabricated by mechanical exfoliation, CVD[54] and liquid phase exfoliation[55]. Small monolayer coverage is also possible with pulsed laser deposition[56]. MoS$_2$ is interesting as a 2D material because the band-structure changes for the single layered and few layered case. At the monolayer limit, the indirect band-gap becomes a direct band-gap[57] (see figure 2.6). This property can be exploited for many applications, for example, a low threshold laser[58].

The band-structure of MoS$_2$ is highly dependent on the number of layers because of the quantum confinement in the atomic thickness of a MoS$_2$ monolayer[59]. For bulk MoS$_2$, the highest energy in the valence band is at the $\Gamma$ point in the band structure. There is also a local maximum of high energy in the valence band at the $K$ point. The conduction band minimum is between the $\Gamma$ and $K$ points, making an indirect band-gap transition between the minimum (between the $\Gamma$ and $K$ points) of the conduction band and the maximum ($\Gamma$ point) of the valence band. The overall energy between the highest valence band and the lowest conduction band is increased as the number of layers in few-layer MoS$_2$ is reduced. This is because the lowest conduction band increases in energy as the number of layers is reduced. Only a small increase in energy occurs at the $K$ point because these states are primarily due to the 4d orbitals of the Mo atoms. As previously discussed, the Mo atoms form an intermediate layer between two layers of S atoms, and therefore are not affected as heavily by the external environment, or numbers of layers of MoS$_2$. The energy of the conduction band increases much more quickly at the $\Gamma$ point because these states are primarily due to the hybridised 4d and 3p orbitals of the Mo and S atoms, respectively. Therefore, as the number of layers decreases, the $\Gamma$ point in the conduction band increases in energy at a quicker rate than the $K$ point. Similarly, the energy of the valence band also decreases at the $\Gamma$ point, further increasing the band-gap, but less at the $K$ point. When the monolayer limit is reached, the minimum between the $\Gamma$ and $K$ points in the conduction band is at a higher energy than the minimum at the $K$ point. This means that the direct band-gap ($K$ to $K$) is smaller than the indirect ($\Gamma$ to the point between $\Gamma$ and $K$) gap[60]. This effect is illustrated in figure 2.6. This transition from an indirect to a direct band-gap when it is a monolayer makes MoS$_2$ a particularly interesting material with a myriad of potential applications such as sensing, flexible electronics and optoelectronics[61, 62].

A MoS$_2$ monolayer has two main excitons, the A and B excitons[63]. Excitons are electron-hole pairs that can exist in insulators and semiconductors, which can be excited by incoming photons. The first study theorising excitonic excitations was carried out in 1931 by Frenkel[64]. He hypothesised that absorbed light is not confined within one atom, but
the excitation can be passed through the material in the form of an ‘excitation wave’. There would be no transfer of charge with this wave, because an exciton is a bound electron hole pair, with a net zero charge.

The A exciton of MoS\textsubscript{2} has energy of \(\approx 1.92\) eV, and the B exciton has energy of \(\approx 2.08\) eV\cite{15}. These excitons are caused by the spin-orbit coupling of electrons in the valence band of MoS\textsubscript{2}. The highest band splitting occurs at the \(K\) point of the highest energy valence band of MoS\textsubscript{2}. This gives two possible transitions of electrons to the conduction band, giving rise to the A and B excitons.

As with graphene, the band structure of MoS\textsubscript{2} can be modified by applying a voltage. This is due to the formation of trions\cite{65}. These can take the form of two electrons coupled to one hole, or two holes coupled to one electron, depending on the gate bias. The application of a gate voltage and the introduction of trions into the MoS\textsubscript{2} modifies the band gap energy. The trions are observed to have a lower binding energy than the excitons\cite{60, 66}.

The excitonic energies can be probed by both the absorbance and the photoluminescence (PL) spectra of MoS\textsubscript{2}. The PL has a quantum yield of \(10^4\) times higher than the bulk\cite{15}. This is because the excitonic energy is highly absorbed by bulk MoS\textsubscript{2}. The absorption is significantly less in the monolayer case due to the presence of the direct band-gap. The complex refractive index and permittivity is shown in figure 2.7a and b, respectively. The two peaks shown for the imaginary permittivity between 600 and 700 nm correspond to the A and B excitons\cite{67}. 

---

**Figure 2.6:** Band structure of highest energy valence band and lowest energy conduction band for (a) bulk and (b) monolayer MoS\textsubscript{2}. Blue arrows indicate the (a) indirect and (b) direct band gap. These plots were adapted from Splendiani et al.[59].
2.2 Plasmons

Plasmons are oscillations of electrons at a metal interface which are excited with incident light. The two types of plasmons are surface plasmon polaritons (SPPs) and localised surface plasmon resonances (LSPRs). A SPP is when a plasmon propagates over the surface of a bulk metal. LSPRs are the non-propagating oscillation of an electron cloud within a metal nanoparticle. This work will focus on LSPRs.

For a LSPR, the nanoparticles need to be smaller than the wavelength of the incident light. The incident light acts as a driving force, causing an oscillation of the electron cloud within the nanoparticle. As the electrons are displaced from their ground states, the Coulomb force acts as a restoring force between the displaced electrons and the nuclei of the metal atoms of the nanoparticle. This effect is demonstrated in figure 2.8.

![Figure 2.8: Schematic of a LSPR in a metallic nanoparticle, with the dipole moment marked as \( \vec{\mu} \).](image)

As shown, the oscillating electrons are confined by the surface of the metal nanoparticle.
This causes a significant near field enhancement around the edges of the nanoparticle[68]. By modifying the nanoparticle shape by adding sharper points on the surface, the electric field at the surface can be even further enhanced. Manipulating the size and shape of metal nanoparticles can allow for great control over the resonant frequency of the nanoparticles, as well as allow for stronger electromagnetic field strength and field confinement. The confinement can be localised at particular sides of the nanoparticle by exciting the nanoparticle with polarised light[24]. It is also possible to design a nanoparticle with an elongated axis so the plasmonic oscillation is polarised in a single direction, regardless of the polarisation of the incoming light. This will be discussed further in chapter 5.

The resonant frequency of the plasmon is the energy of the specific wavelength of light the plasmonic nanoparticle absorbs, resulting in an electron oscillation within the nanoparticle. It can be controlled by the metal, size and shape of the nanoparticle. The light-matter interactions at the nanoparticle are strongest at the resonant frequency. These two interactions are the absorption (\(\sigma_{abs}\)) and the scattering (\(\sigma_{scat}\)). The extinction cross section is found by

\[
\sigma_{ext} = \sigma_{abs} + \sigma_{scat}
\]

(2.2)

The extinction cross section of a nanoparticle can be up to ten times larger than the nanoparticle’s geometric cross section[69]. This is due to the large electromagnetic field around the nanoparticle after it has been excited with electromagnetic light[70]. The high cross section of nanoparticles interacting with light give a myriad of potential applications in photonic devices. These include applications in biosensing[20] and in solar cells[21, 22].

The polarisability of a nanoparticle, \(\alpha_P\), is defined as the ratio between the dipole moment induced in a nanoparticle by an incident electromagnetic wave (\(\mu\)) and the amplitude of the displacement field of the incident electromagnetic wave (\(D\)). Therefore

\[
\alpha_P = \frac{\mu}{D} = \frac{\mu}{\varepsilon_0 \varepsilon_d E_0}
\]

(2.3)

where \(\varepsilon_0\) is the permittivity of free space, \(\varepsilon_d\) is the permittivity of the surrounding dielectric and \(E_0\) is the amplitude electric field strength of the incident light. By considering the simplest case of a metallic nanosphere with a diameter lower than the wavelength of the incident light, the polarisability can be described by[71]

\[
\alpha_P = 4\pi R^3 \frac{\varepsilon(\omega) - \varepsilon_d}{\varepsilon(\omega) + 2\varepsilon_d}
\]

(2.4)

where \(R\) is the nanosphere radius and \(\varepsilon(\omega)\) is the metal permittivity. Therefore, the LSPR peaks where \(\alpha_P\) is strongest.
The polarisability, $\alpha_P$, and therefore the dipole moment, $\mu$, is strongest when $\varepsilon(\omega) = -2\varepsilon_d$, to minimise the denominator in equation 2.4. This is known as the Fröhlich condition[72]. The Fröhlich condition shows that the polarisability strongly depends on permittivity of both the nanoparticle and the surrounding medium. Therefore, the substrate a nanoparticle is drop-cast onto must be considered when utilising the LSPRs of nanoparticles. The absorption, ($\sigma_{abs}$) and scattering, ($\sigma_{scat}$) are both greatly enhanced when the Fröhlich condition is met[71], due to the increase in the polarisability ($\alpha_P$). It is therefore important to meet the Fröhlich condition to maximise the light-matter interaction with the nanoparticle.

Au and Ag are commonly used as metals for plasmonic nanoparticles because of their negative permittivity in the visible wavelength region. This enables them to satisfy the Fröhlich condition. Ag has a sharper plasmonic resonance than Au due to the real part of the permittivity being more negative for Ag in the visible region[73]. It is not favoured for fabricating nanodevices, however, as it is easily tarnished over time[74]. Au is used for the nanoparticles in this work because of this.

Equation 2.4 describes the polarisability of the simplest-case, spherical particle. It can give trends for other shapes of nanoparticles too, but as the shape is altered, other factors also come into effect. The scattering and absorption are strongly influenced by changes in the size and shape of the nanoparticle. This is discussed in greater detail in the results presented in chapter 5.

This work aims to modify the plasmon resonances of nanoparticles by coupling them to 2D materials (graphene and MoS$_2$), as well as to increase the light-matter interaction with the active excitonic material of MoS$_2$. To achieve this, strong field enhancements and high field confinements are essential to fully integrate the atomically thin 2D materials with the plasmonic devices. Many recent studies have investigated the coupling of plasmonic nanoparticles with 2D materials. They have demonstrated the electric control of plasmonic modes by electric gating of the 2D material[66, 75], and increased light-matter interaction[76, 77, 78]. It remains a challenge, however, to maximise the overlap between the nanoparticle’s electric field hot-spot and the 2D material it is coupled to. Chapters 4 and 5 aim to show two different methods to improve these limitations. In chapter 4, a localised electromagnetic hot-spot within a layer of graphene is achieved by creating a nanometer-wide gap between a spherical nanoparticle and a metal film, with the graphene as an intermediate layer in the nanoparticle-on-mirror system. In chapter 5, the electric field strength is increased and confined within a MoS$_2$ layer underneath by designing metal nanoparticles to have a sharp tip, pointed down towards the MoS$_2$. 
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2.3 Dielectric Nanoparticles

So far, we have seen how metallic nanoparticles can be designed to enhance electric field strength and confinement, increasing the light-matter interaction. Metallic nanostructures have numerous advantages for this purpose, offering unparalleled concentration of light into the subwavelength scale. The highest electric field strength of an excited metallic nanoparticle is positioned outside of the particle, giving the advantage of allowing easier coupling to other materials. However, metallic nanostructures also suffer from some drawbacks such as high absorption losses and heating. These lead to broad plasmonic resonances and short lifetimes[79]. A broad resonance is a major drawback, because it reduces sensitivity in measurements. Additionally, as will be seen in section 2.4, the condition of strong coupling is for the exchange of energy between a plasmon and a cavity or quantum emitter to be faster than their intrinsic dissipation rates. This effect is more likely to be realised if the resonance has a longer lifetime, thus signifying another drawback for metallic nanoparticles. Further, metal nanoparticles are generally fabricated with metals such as Au or Ag. This can be very expensive to fabricate, reducing their utility[80]. Additionally, colloidal metallic nanoparticles synthesised in a solution are not precisely placed and oriented. This issue can be overcome by methods such as electron beam lithography, but this fabrication technique comes at the cost of higher defects[11], resulting in a lower sharpness and a lower electric field strength.

Dielectric nanoparticles can offer several advantages over the metallic nanoparticles previously discussed. Similar to metallic nanoparticles, dielectric nanoparticles have resonances with energies that can be tuned by optimising their size and shapes. In contrast to metal nanoparticles, dielectric nanoparticles hold several advantages, including their very low absorption losses, especially in the visible-to-near-infrared region[81]. This has the effect of sharpening the resonances and increasing the lifetime. Additionally, they are generally much more cost-effective materials, making them preferable as a potential material for day-to-day applications.

The excitation of a dielectric particle with an incident electromagnetic wave is in the form of both magnetic and electric multipolar modes. These can be described by Mie resonances, which were formulated in 1908 by Gustov Mie[13]. Mie theory describes the light scattered by a single nanosphere placed in homogeneous surroundings, with diameter similar to the wavelength of the incident light. The Mie resonances occur because the incident light excites circular displacement currents inside the dielectric material of high permittivity. This creates a strong magnetic response[80]. Mie theory describes the scattered light as a series...
of infinite harmonics, with the two lowest-order modes (with the lowest frequencies) being the magnetic and electric dipole modes[82]. Mie theory only describes the resonances for a perfect sphere in a homogeneous medium, but Mie-like resonances also occur for other dielectric nanostructures[83]. This has been demonstrated in Si nanodisks[84, 85], with the multipolar resonances being manipulated in the visible range. This effect will be utilised in chapter 6.

Many materials can be used to give similar Mie resonances. In particular, III-V semiconductors have a strong light-matter interaction and a non-linear response. This is due to their direct band-gap[86]. Silicon also has many advantages, primarily due to the already existing fabrication technologies and the possibility of integrating it with on-chip photonics and established silicon optics.

As for plasmonic resonances, the shape, size, material and periodicity of the elements in a metasurface are designed and fabricated to give control over the desired direction, phase and polarisation of the wavefront. The multipolar resonances in a dielectric nanostructure can be tuned to overlap and interfere with each other[87]. This gives an extra degree of freedom with which to control the photonic response[84]. The manipulation of the multipolar modes to suppress back-scattered light is known as the Kerker effect[88]. This effect is useful as it enhances and concentrates the electric field within the dielectric structure and controls the directionality of the scattered light. A high level of control can be achieved with structures such as this, with a model of the multipolar modes successfully replicating observed experimental reflectance data[84].

Metasurfaces can be fabricated with arrays of dielectric nanoresonators. These can have a wide variety of functionalities and applications. A metasurface of a periodic array of tuned Si disks can be used as a near-perfect reflector due to its magnetic and electric dipole resonances. A high reflectivity of average 98% was achieved over a range of wavelengths as broad as 200 nm[89]. Other research has been carried out to demonstrate focusing lenses in the infrared region, fabricated from a dielectric metasurface[16]. It is also possible to create a lens with multi-wavelength operations to increase the utility. This can allow for fluorescence to be excited and collected at two different wavelengths[17].
2.4 Coupling between Excitons and the Modes in a Plasmonic or Dielectric Structure

2.4.1 Weak Coupling Regime

When the energy of a plasmon is close to the energy of an exciton, they can couple together and demonstrate many different effects. When the coupling has no perturbation effect on the exciton and plasmon wave functions, it is called weak coupling.

Weak coupling can enhance or quench a system’s emission, modifying the decay rate. This was first observed in 1995 by Purcell[90], demonstrating that the spontaneous emission rates of atoms were different when they were in a microcavity to when they were in free space. The Purcell factor is written as

\[ F_P = \frac{\gamma_c}{\gamma_0} \]  

where \( \gamma_c \) is the spontaneous radiative emission rate of the emitter within the cavity, and \( \gamma_0 \) is the spontaneous radiative emission rate of the emitter in free space.

The absorption of the emitter can also be modified by the presence of the LSPR[91]. The change in both the absorption and the emission of the quantum emitter in the presence of the LSPR leads to the enhancement or quenching of the overall fluorescence. This modification of the fluorescence of a quantum emitter is characteristic to the weak coupling regime. This effect is discussed more thoroughly in chapter 6. A high degree of control of the weak coupling effect in a system can be achieved by modifying the LSPR in the vicinity of the emitter[85]. This is because the weak coupling is a result of the emitter interacting with the local electromagnetic field.

The weak coupling regime has many important applications. One important application is surface enhanced Raman scattering (SERS). The first observation of SERS was in 1974 by Fleischmann et al.[92] where the Raman spectrum of pyridine was obtained on a rough Ag surface. The enhancement factor, \( M_{EM} \) is given as[93]

\[ M_{EM} = \frac{|E_L(\omega_1)|^2}{|E_I(\omega_1)|^2} \times \frac{|E_L(\omega_2)|^2}{|E_I(\omega_2)|^2} \]  

where \( E_L \) and \( E_I \) are the amplitudes of the local and incident fields, respectively and \( \omega_1 \) and \( \omega_2 \) are the frequencies of the pump laser and the Raman scattered light, respectively. SERS is a very powerful characterisation tool, opening avenues to explore the properties of materials that would otherwise be difficult to identify. SERS can make it possible to detect materials on the single molecule level[94]. The maximum single molecule SERS enhancement factors are typically on the order of \( 10^{10} \)[95].
Another important application of the weak coupling effect is the fabrication of solar cells. The weak coupling regime can modify the absorption of a system. By designing a system to achieve maximum absorption, it is possible to harvest more energy from a small amount of material. This gives potential for a method of harvesting solar energy with a compact solar cell device[21].

2.4.2 Strong Coupling Regime

Strong coupling can occur between an optical cavity and a quantum emitter, or in the case of this thesis, a plasmon and an exciton. The strong coupling regime is reached when the rate of exchange of energy between the plasmon and exciton is quicker than their intrinsic dissipation rates[21]. In this regime, in contrast to the weak coupling effect, the wave functions of the plasmon and exciton are perturbed by their interaction. This means that the energy of the strongly coupled system is not only enhanced or quenched, but splits into two entirely new energy states. This is called Rabi splitting[96]. These new states are a light-matter hybrid and are known as polaritons. The energy of these new states can be measured from the scattered light. Rabi splitting gives rise to a characteristic anti-crossing pattern, meaning that the two new eigenstates have energy above and below that of the original plasmon and exciton[52, 66, 97, 98, 99, 100]. Examples of this effect are demonstrated in chapter 5. An illustration of this effect, contrasted with the weak coupling effect, is demonstrated in figure 2.9.

In the past, Rabi splitting was realised with closed optical cavities coupled to quantum emitters[99, 101]. These structures were on the micrometer scale and required cryogenic temperatures for the strong coupling to occur. With recent developments in nanoscience, many studies have now shown that Rabi splitting is possible even at room temperature[52, 66, 97, 98, 102]. For example, many studies have shown a large quantity of randomly oriented J-aggregates could strongly couple with the modes of plasmonic nanostructures[103, 104, 105]. Plasmonic nanoparticles have also been used to couple with TMDCs[52, 66, 106, 107], with the nanoparticles placed on top of the monolayer TMDC on a substrate. The studies have shown the potential to realise Rabi splitting with a variety of different nanoparticle shapes and TMDCs, investigating the effects of changing the number of layers in the TMDC[52], the effect of back-gating the TMDC[66] and the effect of changing the plasmon resonance energy[106, 107]. Many different shapes of nanoparticle have been investigated, including rods, cubes, prisms and bipyramids. This will be explored in chapter 5.
Figure 2.9: Typical scattering spectra of plasmons coupled to exctions are shown. The longitudinal quantised oscillation of the electron cloud in a bipyramid (as in chapter 5) gives the single-peak scattering spectrum (blue). The plasmon weakly coupled to an exciton gives another single peak, enhanced or quenched (red). The plasmon strongly coupled to an exciton splits into two separate eigenstates (purple).

The strong coupling behaviour in Rabi splitting can be approximated by using a coupled oscillator model of a spring pendulum[98]. Numerical simulations can be used to give reasonably accurate predictions, taking into account the size and shape of the nanoparticles under study[102]. The approximation given by Stete et al.[98], however, shows a better conceptual understanding of the effect. The plasmon and exciton are modelled as two pendula, X and Y, attached to separate springs and one spring in between them, with the plasmon (pendulum X) being excited by an external force (incident light). A sketch of this model is shown in figure 2.10.

The spring in between the two pendula couples their oscillation, giving the coupling constant, g. The resonance frequencies of the two pendula are given as \( \omega_x \) and \( \omega_y \), their masses as \( m_x \) and \( m_y \) and their damping as \( \gamma_x \) and \( \gamma_y \). For a simplified study, we will assume that both oscillators have the same resonance frequency (\( \omega_x = \omega_y = \omega_0 \)), and the same mass (\( m_x = m_y = m \)). The plasmon damping is much higher than that of the exciton in the system studied, so \( \gamma_x \) and \( \gamma_y \) are kept as separate values. The external force, \( F \), on the coupled system, with frequency \( \omega \), is the incident light. It is assumed that only the plasmon (oscillator X) is excited by the incident light (force \( F \)). The equations of motion can therefore be written as:

\[
\ddot{x} + \gamma_x \dot{x} + \omega_0^2 x + g y = \frac{F}{m} e^{-i\omega t}
\] (2.7)
where $x$ and $y$ are the distances the oscillators X and Y have been displaced, respectively.

![Figure 2.10: Sketch of the two coupled oscillator model, the plasmon, X (gold) and exciton, Y (blue)](image)

The complex amplitudes are then given as:

$$A_x = \frac{\omega^2 - \omega^2 - i\gamma_x \omega}{(\omega^2 - \omega^2 - i\gamma_x \omega)(\omega^2 - \omega^2 - i\gamma_y \omega) - g^2 m} F$$

$$A_y = \frac{g}{(\omega^2 - \omega^2 - i\gamma_x \omega)(\omega^2 - \omega^2 - i\gamma_y \omega) - g^2 m} F$$

The absorption of the plasmon, oscillator X ($Abs_x$), and the exciton, oscillator Y ($Abs_y$), are given by the loss due to friction. Therefore,

$$Abs_x = -m\gamma_x x^2 = -\frac{m\gamma_x}{2} (\omega |A_x|)^2$$

and

$$Abs_y = -m\gamma_y y^2 = -\frac{m\gamma_y}{2} (\omega |A_y|)^2$$

The scattering for the plasmon ($scat_x$) and exciton ($scat_y$) are given by:

$$scat_x \propto \omega^4 |A_x|^2$$

and

$$scat_y \propto \omega^4 |A_y|^2$$

It was found that, according to these equations, the resonance frequency of oscillator X (plasmon) splits in two as soon as the coupling is turned on, while for the other oscillator, Y (exciton), the splitting happens only when the coupling, $g$ is at least $(\gamma_x + \gamma_y)/2$. This is the condition for the realisation of strong coupling, and it has been reported in several articles[52, 98, 96, 108]. The difference between the two oscillators is due to the numerator in the amplitude equations 2.7 and 2.8. The minimum for $A_x$ is at $\omega = \omega_0$ when $g > 0$. This is a Fano-like interference, causing an anti-resonance. The splitting of the Y oscillator in this system indicates the presence of Rabi splitting.
In the weak coupling case, the only driving force acting on oscillator Y is from oscillator X. The oscillators have the same resonance frequencies, resulting in a phase shift of $\pi/2$ between the two oscillators. For the weak coupling case, the intrinsic decay of the oscillator Y, $\gamma_y$, is weaker than the coupling force. Oscillator Y therefore gives a feedback force on oscillator X, opposing the original driving force, and phase-shifted by exactly $\pi$ from the original force acting on oscillator X. This is the main part of the energy because the coupling is stronger than the decay channel for oscillator Y. This reduces the oscillation amplitude of the X oscillator at $\omega_0$ due to this feedback force counteracting the original driving force. This causes the dip in the coupled resonance spectrum, known as Fano interference.

In the strong coupling case, feedback from oscillator X to oscillator Y must be possible. This means that the feedback from X to Y must be faster than any other decay channel, the rate of exchange of energy between the oscillators being faster than their intrinsic dissipation rates. The feedback from X to Y is then phase-shifted by $\pi$ from the original driving force. This cancels with the original driving force from X to Y, meaning no energy is transferred to Y. At least one oscillation period relative to both oscillators must be completed for the strong coupling condition to be met. In practise, the feedback force will be slightly less than the original driving force, but the gap narrows as the coupling becomes stronger.

This is a simplified model and is not as accurate in predictions of experimental data as numerical simulations would be. However, similar trends have been found in numerical simulations by Antosiewicz et al.[102], showing that it is a good qualitative analysis to understand the origins of Rabi splitting.

The coupling constant is given by[52, 97]:

$$g = \sqrt{N}\mu_e|E_{vac}| \approx \mu_e\sqrt{\frac{N}{V}}$$

(2.15)

where $N$ is the number of emitters or excitons coupled into the system, $\mu_e$ is the transition dipole moment of the quantum emitter, $E_{vac}$ is the vacuum field and $V$ is the resonance mode volume. Typical scattering spectra for both the Purcell effect and Rabi splitting for a longitudinal plasmon resonance of a bipyramid are shown in figure 2.9.

In chapter 5, Rabi splitting is achieved between the longitudinal plasmon of a Au bipyramid and the A exciton of monolayer MoS$_2$. It is demonstrated that a bipyramid is an ideal geometry to achieve the strong coupling effect due to its sharp tips, resulting in a large electric field enhancement and confinement. The tips of a bipyramid can remain equally sharp for a large bipyramid as for a small one, resulting in a greater electric field strength concentrated in an equally small volume when the bipyramid size is increased. Additionally,
bipyramids are an interesting structure for Rabi splitting due to their natural alignment, with one tip pointed towards the substrate, directing the plasmon resonance towards the exciton that it is coupling to.

Rabi splitting gives rise to a large range of important applications[21, 109]. These include the control and modification of the rate of a chemical reaction[110, 111, 112], a low threshold laser[113], quantum sensing[20], a photon blockade[114, 115] and quantum entanglement for quantum information processing[23].

The rate of a chemical reaction can be modified by coupling the vibrational modes of a molecule to an optical cavity. Thomas et al.[112] found that the rate of chemical reaction was increased with a higher Rabi splitting strength, using the desilylation of 1-phenyl-2-trimethylsilylacetylene (PTA) as the chemical reaction under study. Interestingly, the Rabi splitting was shown to have a significant impact on the reaction rate, despite the splitting energy being much weaker than the transition state energy of the reaction. Pang et al.[111] showed that the strong coupling worked to promote or impede chemical reactions by selecting the vibrational modes to couple with to match the symmetry of the desired products. This study was carried out by investigating the charge transfer complexation of trimethylated benzene as a donor and iodine as an acceptor.

Noda et al.[113] demonstrated how the strong coupling between a cavity in a photonic crystal and an emitter can be used to design a low threshold laser. This is achieved by gaining control over the spontaneous emission of an emitter via the strong coupling regime. A thin, freestanding semiconductor slab structure with an array of holes was utilised. When the emission energy overlapped with the photonic band gap of the photonic crystal, the spontaneous emission was suppressed parallel to the substrate, but enhanced in the vertical direction. This lead to an overall increase in PL lifetime. With the introduction of a nanocavity to the photonic crystal, the PL lifetime was reduced, while the emission was still confined to the direction perpendicular to the substrate. This demonstrated directional control and enhancement of the PL emission.

Kongsuwan et al.[20] demonstrated how Rabi splitting could be utilised for quantum sensing. In this system, two antibodies were used to bind an antigen to a quantum emitter. This was placed in the electric field hot-spot in the centre of a dimer, resulting in Rabi splitting. Several simulations were carried out with the antigens bonded to the quantum dots randomly scattered about the dimers. It was shown that the quantum case (with at least one antigen bonded to an emitter in the middle of the dimer) gave a much more powerful shift than the classical case (without any antigen bonded to an emitter in the middle of the dimer)
even with a higher density. This study shows how Rabi splitting can be used as a reliable method of detecting an analyte in an immunoassay.

A photon blockade can be achieved with Rabi splitting with a single quantum dot or atom coupled to a cavity[114]. This can be shown with the Jaynes-Cummings ladder, with the Rabi splitting energy shift changing the energy levels of the system. When a photon is absorbed by this system, the absorbance of another photon is blocked until the original photon is emitted, resulting in anti-bunching. An unconventional photon blockade is also possible by engineering the quantum interference between different excitation pathways resulting in bunched pairs of photons interfering destructively, but single photons and photons in bunches of three or more being emitted. You et al.[115] demonstrated how a system could be switched between a conventional and unconventional photon blockade by placing emitters at the corners of a metal nanoprismsm. If the excitation light was polarised, the coupling strengths of the emitters at each of the corners could be tuned. This allowed for the system to be easily switched between the photon blockade and unconventional photon blockade with just changing the polarisation of the incident light.

Rabi splitting is also important for quantum entanglement, which is an essential part of quantum information processing. Xiong et al.[23] demonstrated how quantum entanglement between two quantum dots at the opposite upper corners of a Au nanocube coupled to a Au film. This study showed that the entanglement was stronger when the emission of the quantum dots were slightly detuned from the antenna mode of the nanocube-on-mirror system, and when the coupling strength was higher. It was demonstrated that the coupling strength could be increased by coating an entire nanocube with more layers of quantum emitters before depositing on the Au film. The system was brought into the ultrastrong coupling regime, where the coupling strength is comparable in energy to the energy of the plasmonic resonances. This study demonstrated quantum entanglement on a single nanocube, but has the potential to be scaled up to a larger quantum network. The development of such a structure would be a major stepping stone towards the development of a quantum computer. This would have the potential to revolutionise many branches of science by performing calculations much faster that today’s supercomputers, allowing for much more accurate simulations.

2.5 Conclusion

In this chapter, the background to the experimental chapters of this thesis is presented. In chapter 4, graphene is used as a 2D material, and in chapters 5 and 6 MoS$_2$ is used. For both
materials, the two-dimensional nature is demonstrated with diagrams showing the relative positions of the atoms. Further, the nature of the electric band structures is also shown, which will aid in the elucidation of how they can be used and manipulated when being coupled to the plasmonic and dielectric structures discussed in later chapters.

The theory behind plasmon oscillations was introduced, giving some background to the work demonstrated in chapters 4 and 5. An introduction to dielectric nanoparticles was also introduced as a background for the work in chapter 6. Background theory and applications were given for both the strong and weak coupling effects, which will be demonstrated in chapters 5 and 6, respectively.
We have all a better guide in ourselves, if we would attend to it, than any other person can be.

Jane Austen

3 Methods

3.1 Computational Techniques

3.1.1 Finite-Difference Time-Domain Simulations

The Finite-Difference Time-Domain (FDTD) technique was used to carry out numerical simulations with the commercial software, Lumerical solutions. This is a state-of-the-art method for solving Maxwell’s equations for complex nanophotonic structures for non-magnetic materials. A Computer Aided Design (CAD) tool is used to visualise the structures being simulated, with a three-dimensional, Cartesian-style mesh defined over the simulation volume. At each mesh point, the material properties are defined, with each point containing the frequency-dependent complex refractive index information of the material defined to be in the specific location. The electric and magnetic fields are also measured for each mesh point in the simulation. Several different types of sources are supported with the Lumerical FDTD solver including a dipole source, a plane wave and a total-field-scattered-field (TFSF) source. The boundary conditions of a simulation can be defined in several ways, including periodic boundary conditions which are useful for simulating an array of nanoparticles, and perfectly matched layer (PML) boundary conditions which are designed to absorb light and reduce back-reflections. The simulation is programmed to end when the electric field reaches a steady state, falling below a set threshold value, or when the simulation reaches a set time.

The $E$ and $H$ fields at each mesh point are calculated using Maxwell’s curl equations:

\[
\frac{\partial \vec{D}}{\partial t} = \nabla \times \vec{H}
\]  

(3.1)

\[
\vec{D}(\omega) = \varepsilon_0 \varepsilon_r(\omega) \vec{E}(\omega)
\]  

(3.2)

\[
\frac{\partial \vec{H}}{\partial t} = -\frac{1}{\mu_0} \nabla \times \vec{E}
\]  

(3.3)

where $D$, $H$ and $E$ are the displacement, magnetic and electric fields, respectively, $\varepsilon_r(\omega)$ is the complex relative dielectric constant and $\varepsilon_0$ and $\mu_0$ are the permittivity and permeability of free space, respectively.
Each point in the mesh corresponds to a Yee cell, as shown in figure 3.1. The electric field and magnetic field components, $E_x$, $E_y$, $E_z$, $H_x$, $H_y$ and $H_z$ are measured in different parts of the Yee cell.

**Figure 3.1:** A Yee cell, showing where each component of the electric and magnetic fields are solved relative to each other within the grid cell of the mesh.

The curl of $\vec{E}$ and $\vec{H}$ are calculated in a leapfrog algorithm\[116\], with $\vec{E}$ being measured at times $t$, $t + \Delta t$, $t + 2\Delta t$,... and $\vec{H}$ being measured at times $t + \frac{1}{2}\Delta t$, $t + \frac{3}{2}\Delta t$, $t + \frac{5}{2}\Delta t$,..., with $\Delta t$ being the time interval between iterations. Therefore,

$$\vec{E}^{t+\Delta t} = \vec{E}^t + \alpha(\nabla \times \vec{H}^{t+\frac{1}{2}\Delta t})$$

(3.4)

$$\vec{H}^{t+\frac{3}{2}\Delta t} = \vec{H}^{t+\frac{1}{2}\Delta t} + \beta(\nabla \times \vec{E}^{t+\Delta t})$$

(3.5)

where $\alpha$ and $\beta$ are proportionality terms, dependent on the simulation parameters.

The derivative of the electric field as shown in equations 3.1 and 3.2 is found by the curl of the $\vec{H}$ field and can be written as:

$$\frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} = \varepsilon_0\varepsilon_r \frac{\partial E_x}{\partial t}$$

(3.6)

$$\frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} = \varepsilon_0\varepsilon_r \frac{\partial E_y}{\partial t}$$

(3.7)

$$\frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} = \varepsilon_0\varepsilon_r \frac{\partial E_z}{\partial t}$$

(3.8)

Similarly, the derivative of the magnetic field as shown in equation 3.3 can be written with the partial differentials of $\vec{E}$ as:

$$\frac{\partial E_z}{\partial y} - \frac{\partial E_y}{\partial z} = -\mu_0 \frac{\partial H_x}{\partial t}$$

(3.9)
\[
\frac{\partial E_x}{\partial z} - \frac{\partial E_z}{\partial x} = -\mu_0 \frac{\partial H_y}{\partial t} \\
\frac{\partial E_y}{\partial x} - \frac{\partial E_z}{\partial y} = -\mu_0 \frac{\partial H_z}{\partial t}
\] (3.10)

(3.11)

Where the initial filed conditions and the material properties are known, FDTD can solve the above equations with the discrete Yee cells and time intervals of \( \Delta t \).

The derivative of any arbitrary function \( f(x) \) is described as:

\[
f'(x) = \lim_{\Delta x \to 0} \frac{f(x + \Delta x) - f(x)}{\Delta x}
\] (3.12)

\( \Delta x \) cannot be zero for numerical calculations, so an approximation using very small values must be used for FDTD simulations. A higher accuracy simulation would have smaller Yee cells and shorter \( \Delta t \) time intervals, but at a cost of a much higher simulation time. The derivative of the function is approximated as:

\[
f'(x) \approx \frac{f(x + \Delta x) - f(x)}{\Delta x}
\] (3.13)

For a small \( \Delta x \), a more accurate estimation for a tangent to \( f(x) \) than the one-sided approximation is given by the central difference method:

\[
f'(x) \approx \frac{f(x + \Delta x) - f(x - \Delta x)}{2\Delta x}
\] (3.14)

This technique is employed by FDTD, with the electric and magnetic field being measured at alternating times and positions in the Yee cell, as discussed above.

From equation 3.3, the \( H \) field can be calculated with the curl of \( \vec{E} \). For numerical simulations, this is written as:

\[
\frac{E_z^{i,j,(k+1)}|_t - E_z^{i,j,k}|_t}{\Delta y} - \frac{E_y^{i,j,(k+1)}|_t - E_y^{i,j,k}|_t}{\Delta z} = -\mu_0 \frac{H_x^{i,j,k}|_{t+\frac{1}{2}\Delta t} - H_x^{i,j,k}|_{t-\frac{1}{2}\Delta t}}{\Delta t}
\] (3.15)

This is illustrated in a Yee cell in figure 3.2a, showing how \( E_z^{i,j,k} \), \( E_z^{i,(j+1),k} \), \( E_y^{i,j,k} \) and \( E_y^{i,j,(k+1)} \) are needed to calculate the curl of \( H_x^{i,j,k} \).

Similarly, the \( E \) field can be calculated with the curl of \( \vec{H} \) from equation 3.1. For numerical simulations, this is written as:

\[
\frac{H_z^{i,j,k}|_{t+\frac{1}{2}\Delta t} - H_z^{i,j,(k-1),k}|_{t+\frac{1}{2}\Delta t}}{\Delta y} - \frac{H_y^{i,j,k}|_{t+\frac{1}{2}\Delta t} - H_y^{i,j,(k-1),k}|_{t+\frac{1}{2}\Delta t}}{\Delta z} = \varepsilon_0 \varepsilon_r \frac{E_x^{i,j,k}|_{t+\Delta t} - E_x^{i,j,k}|_t}{\Delta t}
\] (3.16)

This is illustrated in a Yee cell in figure 3.2b, showing how \( H_z^{i,j,k} \), \( H_z^{i,(j+1),k} \), \( H_y^{i,j,k} \) and \( H_y^{i,j,(k+1)} \) are needed to calculate the curl of \( E_x^{i,j,k} \). \( E_y^{i,j,k} \), \( E_y^{i,j,(k-1)} \), \( H_y^{i,j,k} \) and \( H_z^{i,j,k} \) can be calculated analogously.
Figure 3.2: (a) A Yee cell, illustrating that $E_{i,j,k}^z$, $E_{i,(j+1),k}^z$, $E_{i,j,k}^y$ and $E_{i,j,(k+1)}^y$ are used to calculate $\nabla H_{i,j,k}^z$. (b) A Yee cell, illustrating that $H_{i,j,k}^z$, $H_{i,(j-1),k}^z$, $H_{i,j,k}^y$ and $H_{i,j,(k-1)}^y$ are used to calculate $\nabla E_{i,j,k}^z$.

FDTD is solved in the time domain. The source signal ($s(t)$) would ideally be a dirac delta function, allowing all solutions in the frequency domain, $s(\omega)$, be equal to one. $s(\omega)$ is the Fourier transform of $s(t)$, and is found by:

$$s(\omega) = \int e^{i\omega t} s(t) dt$$ (3.17)

With FDTD simulations, it is more accurate and efficient to model the signal as a short pulse with a reasonably large value of $s(\omega)$ over the frequency range of interest.

The simulated electric field can be found by:

$$\vec{E}_{sim}(\omega) = \int e^{i\omega t} \vec{E}(t) dt$$ (3.18)

The result of $\vec{E}_{sim}(\omega)$ depends on the system being studied, as well as the source pulse. Therefore, continuous wave normalisation is used, so that the impulse response of the system only is returned:

$$\vec{E}(\omega) = \frac{\vec{E}_{sim}(\omega)}{s(\omega)}$$ (3.19)

$\vec{H}(\omega)$ is also normalised in the same way:

$$\vec{H}(\omega) = \frac{1}{s(\omega)} \int e^{i\omega t} \vec{H}(t) dt = \frac{\vec{H}_{sim}(\omega)}{s(\omega)}$$ (3.20)

The Poynting vector is found by the cross product of the $E$ and $H$ fields, and indicates the energy flux of the electromagnetic wave. It is also normalised by the continuous wave normalisation:

$$\vec{P}(\omega) = \frac{\vec{E}_{sim}(\omega) \times \vec{H}_{sim}^*(\omega)}{|s(\omega)|^2} = \vec{E}(\omega) \times \vec{H}^*(\omega)$$ (3.21)
For FDTD simulations, the accuracy is improved with smaller mesh sizes, at the cost of longer simulation times. A particular challenge is met when simulating 2D materials due to their sub-nanometer dimensionality. In this work, to keep simulation times down, the mesh size was reduced only in the region around the 2D materials, along the axis of their smallest dimension. Convergence tests were employed with several different mesh sizes to ensure the numerically simulated results converged to accurate values.

3.2 Synthesis and Characterisation of Au Nanoparticles

3.2.1 Spheres

Many studies reporting the growth of Au nanospheres give non-uniform, poly-crystalline and quasi-spherical shapes. Zheng et al.[117] reported a method for the growth of Au spheres which resulted in single-crystalline spheres with precisely controlled diameters in the range of 5-150 nm. This method involves several steps, beginning with the growth of CTAB-capped Au clusters which were used as seeds for the growth of 5-16 nm spheres. The 10 nm spheres were then used as seeds for the growth of 15-80 nm spheres, and the 46 nm spheres were used as seeds for the growth of 70-150 nm spheres. The single-crystalline structure and the spherical shape are kept by the slow addition of HAuCl₄ into the growth solutions. Spheres of a variety of sizes grown by this method are shown in figure 3.3.

![SEM images of spheres](image)

**Figure 3.3:** SEM images of a variety of nanospheres synthesised for this work. The diameters of the spheres shown are 105, 120, 145 and 180 nm for figures (a), (b), (c) and (d), respectively. All white scale bars show 200 nm.
To make the Au clusters, 0.6 mL of 10 mM NaBH\textsubscript{4} was added to a 10 mL aqueous solution 2.5 mM HAuCl\textsubscript{4} and 0.1 M CTAB, immediately forming a brown solution. This was stirred rigorously for two minutes before being kept undisturbed for three hours at 27\textdegree C.

To make the 10 nm spheres, 2 mL of 0.2 M cetyltrimethylammonium chloride (CTAC), 1.5 mL of 0.1 M ascorbic acid and 50 \(\mu\)L of the Au cluster solution were mixed together, followed by 2 mL of 0.5 mM HAuCl\textsubscript{4}. This reaction was left to continue for 15 minutes at 27\textdegree C. The product was then collected by centrifugation, and washed with water once before being diluted again in 1 mL of 20 mM CTAC solution.

To make the 46 nm spheres, 2 mL of 0.1 M CTAC, 130 \(\mu\)L of 10 mM ascorbic acid and 10 \(\mu\)L of the 10 nm Au sphere solution were mixed together. This was followed by the addition of 2 mL of 0.5 mM HAuCl\textsubscript{4}, slowly added with 80 \(\mu\)L being added every 2.5 minutes over an hour. This reaction was left to continue for 10 minutes at 27\textdegree C after the addition of the last dose of HAuCl\textsubscript{4}. The product was then collected by centrifugation, and washed with water once before being diluted again in 0.86 mL of millipore water.

To make the larger spheres used in this work and shown in figure 3.3, 2 mL of 0.1 M CTAC, 130 \(\mu\)L of 10 mM ascorbic acid and the 46 nm Au sphere solution were mixed together. Four samples were grown, with 50, 100, 200 or 300 \(\mu\)L of the 46 nm Au sphere solution being added to each separate one. This was followed by the addition of 2 mL of 0.5 mM HAuCl\textsubscript{4}, slowly added with 80 \(\mu\)L being added every 2.5 minutes over an hour. This reaction was left to continue for 10 minutes at 27\textdegree C after the addition of the last dose of HAuCl\textsubscript{4}. The product was then collected by centrifugation, and washed with water once. The spheres grown at the end of this step were 180, 145, 120 and 105 nm in diameter for the samples with 50, 100, 200 and 300 \(\mu\)L of the 46 nm Au sphere solution added, respectively.

As can be seen from these results, the size of the nanospheres can be precisely controlled by the amount of seeds added to the growth solution. If many seeds are added, the Au precursor has to divide itself between all of the seeds present, resulting in smaller spheres. If fewer seeds are added, there is a larger amount of Au precursor added per seed, resulting in larger spheres.

The rate of the addition of the Au precursor to the growth solution was crucial for obtaining spherical nanoparticles. If the precursor was added too quickly, in one shot, the surface diffusion effect would be neglected. This means that the facets of the sphere would be less likely to be the most energetically favourable because a Au atom is more likely to deposit along a (111) direction. This effect would result in the surface mainly being covered in (100) facets, leading to cube-like nanoparticles. Conversely, if the precursor was added too slowly,
for example 1 mL per hour, surface diffusion would cause the facets to be in the more energetically favourable state. The Au atoms would have sufficient time to move to the (100) facets, reducing the proportion of (100) facets in the final product. This would cause the spheres to become more like truncated octahedrons in shape. Therefore, a specific rate for adding the Au precursor is needed to ensure the correct balance of (111) and (100) facets to make a Au nanosphere.

The ascorbic acid was added into the growth solution to reduce the Au(III) to Au(II). If the concentration of the ascorbic acid was too low, less Au would be reduced and be able to adsorb onto the nanosphere surfaces. A very high concentration, however, would increase the reduction rate, thus making the growth too fast. This would cause the nanospheres to become less spherical in shape.

CTAC was used instead of CTAB for the growth of the nanospheres from the Au clusters and from the Au seeds because the presence of Br$^{-}$ ions in the growth solution resulted in nanoparticles with a cuboctahedral shape. This is due to the Br$^{-}$ ions selectively adsorbing onto the (110) facets. Smaller and more electronegative halides have a weaker binding affinity with Au[118], making the Cl$^{-}$ ions in CTAC a better option for the growth of Au nanospheres. The CTAC in the growth solution prevented aggregates of nanoparticles forming, and also prevented the growth only along selected facets which would have occurred with the use of CTAB.

3.2.2 Bipyramids

Au nano-bipyramids have sharp and easily tunable plasmonic resonances. Bipyramids have a very large near-field enhancement at their two tips which compares favourably with other similar nanoparticle shapes such as rods. The Au bipyramids used in this work were synthesised with a wet chemistry approach, grown from Au penta-twinned seeds[119]. The bipyramids synthesised in this work were easily tuneable, made with a variety of shapes and sizes with a high yield as shown in figure 3.4.

The penta-twinned seeds are grown using the procedure of Jana et al.[120]. 5 mL of 0.25 mM sodium citrate was added to 2.5 mL of 0.25 mM HAuCl$_4$ and 2.5 mM millipore H$_2$O, with rigorous stirring. 0.15 mL of 10 mM NaBH$_4$ was added, and this solution was aged for 2 hours. All steps were carried out at room temperature.

To grow the Au bipyramids with the procedure of Liu et al.[119], 0.5 mL of 10 mM HAuCl$_4$ and 0.1 mL of 10 mM AgNO$_3$ were added to 10 mL of a 0.1 M CTAB (Cetyltrimethy-
lammonium bromide) solution. This was acidified with 0.2 mL of 1 M HCl to a pH of approximately 3 or 4. 0.08 mL of 0.1 M l-ascorbic acid was added to reduce the Au(III) to Au(I), followed by 80 µL of the aged Au seed solution. This growth reaction was carried out in a 30° water bath for two hours.

The mechanism for growing the seeds into bipyramids relies heavily on the Ag(I) in the solution. With the Ag(I) present when growing from a single crystalline seed, the fully grown nanoparticle retains the single crystalline structure. Similarly, when penta-twinned seeds are used, as in this case, the fully grown nanoparticle will also have a penta-twinned structure. This is because the Ag(I) significantly increases the growth time of the nanoparticles, and therefore allows the Au atoms to adsorb to the most energetically favourable place. This ensures that the atoms are packed in the face-centred cubic (FCC) geometry, with no new twin defects introduced that were not already present in the seeds.

With the presence of the Ag(I) in the growth solution, the surface structures of the nanoparticles become energetically unfavourable. When rods are grown from single-crystalline seeds, they have facets with the surface structure (110). The (110) facet rarely appears on the surface of Au nanocrystals, as (111) and (100) facets are much more energetically favourable.
Bipyramids have stepped surfaces, making their facets (11n), further increasing the surface energy. This unusual effect is due to the underpotential deposition of Ag atoms onto the surface of the Au nanocrystals.

For bulk Ag(0) deposition, a basic pH is needed. However, when only a monolayer or sub-monolayer of Ag is being deposited on a different metal, the work function is much lower, resulting in underpotential deposition. This allows Ag atoms to be absorbed onto the surface of a Au structure, even in an acidic solution. Underpotential deposition favours more open surface structures for the adatom to adsorb onto. This is because with a more open facet structure, the adatom has more nearest neighbours to bond to. This is illustrated in figure 3.5. The (111) facet is the most energetically favourable, but the Ag adatom only has three nearest neighbours. The (100) facet is less energetically favourable, but the Ag adatom has four nearest neighbours, making it more stabilised with the Ag(0) present. The most open and energetically unfavourable structure shown here is the (110) facet, which gives an adsorbed adatom five nearest neighbours, further increasing the stabilisation from the Ag(0).

![Figure 3.5: Geometry of Ag atom adsorbed onto 3 types of FCC facet during the bipyramid growth process.](image)

During the growth of the Au bipyramids, the Br$^-$ from the CTAB selectively adsorbs onto the (110) facets. Therefore, the growth only occurs perpendicular to these facets, which is along the twinning axis. The side-wall cannot always be flat during this growth, so it will naturally form a stepped facet of (11n). Without any Ag(I) in the solution, these steps are not thermodynamically stable, so they will disappear, resulting in a nanorod structure at the end of the growth. With the Ag(I) present in the solution, the steps are stabilised, resulting in ten-sided bipyramid shapes at the end of the growth process.

The underpotential deposition of Ag(0) onto the Au surface essentially reverses what facets are more thermodynamically favourable for a Au crystalline structure. Therefore, the growth solution can be manipulated to give a high degree of control over the size and aspect
ratios (ratio of length to width) of the bipyramids grown in the solution.

Bipyramids of different lengths, aspect ratios and tip radii were synthesised by varying the concentrations of the different chemicals required. These features have an effect on the UV-vis spectrum of the bipyramid sample. (UV-vis measurements will be discussed in section 3.12.) A longer bipyramid or a higher aspect ratio has a red-shifted plasmonic resonance, while a shorter bipyramid or a lower aspect has a blue-shifted plasmonic resonance. The tip radii of the bipyramids were also seen to have an effect, blue-shifting the plasmonic resonance when they were increased.

![UV-vis extinction spectra for various bipyramid samples in solution. Plots a, b, c and d show samples of varying concentrations of Au penta-twinned seeds, silver nitrate solution, ascorbic acid solution and hydrochloric acid, respectively.]

**Figure 3.6:** UV-vis extinction spectra for various bipyramid samples in solution. Plots a, b, c and d show samples of varying concentrations of Au penta-twinned seeds, silver nitrate solution, ascorbic acid solution and hydrochloric acid, respectively.

The UV-vis spectra of various bipyramid samples in aqueous solutions are shown in figure 3.6. Figure 3.6a shows the effect of changing the seed concentration added to the growth solution. As was expected, it was found that a lower amount of seeds added to the solution resulted in fewer, larger bipyramids. More seeds added resulted in smaller bipyramids. The aspect ratio of each of the bipyramids remained fixed as the other chemicals dictated the slope of the sides. The plasmon shift visible was therefore due to the overall size of the bipyramids in the batch. The smaller bipyramids had a blue-shifted plasmonic peak with respect to the larger bipyramids.
Figure 3.6b shows the effect of varying the Ag concentration. Less Ag added to the growth solution has the effect of less Ag adatoms adsorbing to the surface of the synthesising bipyramids. Therefore, the growth is less stunted in the width-wise direction. This gives wider bipyramids with more steps along the bipyramid facets, resulting in a lower aspect ratio. If too little AgNO\(_3\) is added, there is no preferential growth direction, causing nanostars to form. Nanostars were seen to form with the addition of less than 75 µL of 10 mM AgNO\(_3\). The change in the plasmonic resonance with varying Ag concentrations is due to the aspect ratio difference.

Figure 3.6c shows the effect of changing the concentration of ascorbic acid in the solution. The ascorbic acid was shown to have an effect on the overall size of the bipyramid, giving larger bipyramids when more of it was added to the growth solution. This is because the ascorbic acid in the solution reduced the Au(III) to Au(I). Therefore, less ascorbic acid in the solution would result in less Au(I) being available to adsorb onto the growth surface.

Figure 3.6d shows the effect of changing the concentration of hydrochloric acid on a batch of bipyramids. The HCl has several effects on the bipyramid growth. It was observed that the presence of extra HCl in the solution slowed the reduction of Au(III) to Au(I) when the ascorbic acid was added. Therefore, a higher concentration of HCl in the solution reduced the overall size of the synthesised bipyramids. This blue-shifted the plasmonic resonance with the addition of more HCl. The other effect of the HCl was the change in underpotential deposition. With a basic pH, bulk Ag can adsorb onto the surface. When the pH was too high (with no addition of HCl into the growth solution), stars were formed, showing no dominant growth direction.

The Au concentration also had to be precisely controlled. Too much Au in the solution resulted in Au piling on at the end of the tips. This severely reduced the sharpness of the tips and thus the electric field enhancement was also reduced. Too much Au also lessened the proportion reduced to Au(I) by the ascorbic acid. Too little Au, however, would result in very small bipyramids. The Au was particularly important to control due to the importance of the sharp tips, providing a large electric field enhancement.

The uniform nature of the sizes and shapes of the bipyramids is apparent from the SEM images in figure 3.4 as well as the sharp UV-vis peaks in figure 3.6. This uniformity is important to give the opportunity of comparing large samples of similar bipyramids more accurately. However, there is always some variation between chemically synthesised particles. The small degree of change from particle to particle within the sample is also important to investigate how smaller changes within a plasmon can affect a plasmonic system.
3.3 Growth of 2D Materials

3.3.1 Graphene

Copper can be used for > 90% coverage of monolayer graphene grown by CVD[33]. It works well as a catalyst for graphene growth compared to other transition metals due to its filled 3d electron shell. It can therefore only form soft bonds with carbon, with charge transfer from the electrons in the sp\(^2\) hybridised bonds of the carbon to the 4s state of the copper. This effect serves to stabilise the carbon with weak bonds to the copper surface, without the copper and carbon chemically reacting.

The graphene was grown on a 25 µm thick sheet of copper foil. The foil was heated to 1094°C in a Carbolite tube furnace under 50 standard cubic centimeters per minute (sccm) of H\(_2\). This was left to dwell for 60 minutes to anneal the Cu, removing any oxides, reducing defects and increasing the Cu grain size. CH\(_4\) was introduced at 10 sccm, with the H\(_2\) flow being reduced to 6 sccm. This lead to uniform nucleation of graphene islands, with orientations dependent on the below orientations of the Cu grains. Over the growth time period, these islands increased in size and eventually coalesced, forming a single monolayer of graphene over the entire copper surface. This growth step was carried out for 30 minutes. The CH\(_4\) flow was then switched off while the H\(_2\) flow was reduced to 3 sccm while the samples cooled to room temperature.

After the growth, the graphene was transferred onto the desired substrates[121]. A2 950K PMMA was spun onto the graphene and copper samples at 3000 revolutions per minute (rpm) for 60 seconds, then 1000 rpm for 60 seconds after washing them in acetone and IPA. The samples were then baked for 5 minutes at 120°C. The samples were cut to the desired size before backside etching in a 20g per 100 mL solution of ammonium persulfate (APS). The samples were repeatedly submerged in water and placed back on top of the APS solution for the first 7 minutes of this process to remove any graphene on the backside of the copper foil. The samples were then left for about an hour on top of the APS solution, until all the copper was etched away. The PMMA supported graphene was then fished into millipore water, before being fished onto the desired substrate. The samples were then placed in a desiccator overnight, before being heated to 150°C for five minutes, being immersed in acetone for 20 minutes and finally being rinsed with IPA and blow dried with a nitrogen gun.\(^1\)

\(^1\)Some of the graphene used in this work was grown by Joshua Pepper and Niall McEvoy.
3.3.2 MoS$_2$

MoS$_2$ has been widely investigated and characterised with chemical vapour deposition, making it possible to obtain high-quality monolayer flakes[122]. Chemical vapour deposition (CVD) was chosen as the fabrication technique. This was because it results in a large area coverage of monolayer MoS$_2$ and high crystallinity in comparison with other methods[123].

![Figure 3.7](image)

**Figure 3.7:** (a) Bright field and (b) dark field microscopy image of monolayer MoS$_2$ flakes grown by chemical vapour deposition.

For the CVD growth of MoS$_2$, a target substrate was placed face-down on a seed substrate. These were both 300 nm SiO$_2$ on Si substrates. The seed substrate had liquid-phase exfoliated MoO$_3$ nanosheets drop-cast onto it. This was then placed in the centre of a quartz tube furnace. It was heated to 750 °C under 150 standard cubic centimeters per minute (sccm) Ar flow at a pressure of about 0.7 Torr. Sulfur vapour was generated in a separate downstream part of the furnace by heating sulfur powder to 120 °C. The seed and target substrates were exposed to the sulfur vapour, with forming gas as a carrier. This reduces the MoO$_3$ to MoO$_2$, before the MoO$_2$ reacts with the S to form MoS$_2$[124]. Bright field and dark field microscopy images of typical monolayer MoS$_2$ CVD flakes are shown in figure 3.7.

To transfer the MoS$_2$ onto a different substrate, a polymer support technique was used[125]. Polymethyl methacrylate (PMMA) was spin-coated onto the MoS$_2$ sample on the SiO$_2$/Si substrate it was grown on, then heated to 150°C for 5 minutes. The MoS$_2$/PMMA films were removed from the growth substrate by floating in 2M NaOH at 80°C. These were transferred to deionised water for cleaning, before being fished onto the desired substrates. These were left to dry in a desiccator overnight. The PMMA layer was then dissolved by immersion in acetone for 20 minutes, rinsed with IPA and again placed in a desiccator to dry.$^2$

$^2$All of the MoS$_2$ used in this work was grown and transferred by Lisanne Peters and Niall McEvoy.
3.4 Raman and Photoluminescence Spectroscopy

Raman spectroscopy is a technique based on the inelastic scattering of monochromatic light from a material. The scattered light is of a lower energy than the incident light. This is because some of the energy is absorbed to excite the molecules to a higher energy vibration or rotational level. This inelastic scattering process is significantly less likely to occur than elastic scattering, with only 1 in every $10^7$ photons being scattered inelastically. Therefore, to obtain a good quality Raman spectrum, a high intensity of incident laser light and high integration times are required. Raman spectra are described by wavenumber ($\tilde{\nu}$) in $cm^{-1}$ units, and are found by

$$\tilde{\nu} = \frac{1}{\lambda_0} - \frac{1}{\lambda_1}$$

(3.22)

where $\lambda_0$ is the wavelength of the incident monochromatic laser and $\lambda_1$ is the wavelength of the scattered light. Raman spectroscopy demonstrates individual blueprint spectrum for each material, and is widely used for characterisation.

The Raman spectra for chapter 5 were taken with a Horiba Jobin Yvon Raman spectrometer with a 100x objective lens of numerical aperture 0.9. A 532 nm laser was used. The Raman spectra for chapters 4 and 6 were taken with a WITec Alpha 300R with a 633 nm and a 532 nm excitation laser, respectively. A 100x objective lens of numerical aperture 0.9 was used for taking single spectra, and a 50x objective lens of numerical aperture 0.75 was used for taking maps.

Photoluminescence (PL) spectroscopy is another optical technique that can be used to characterise materials. It is the process by which a material absorbs an incident photon before emitting another photon, usually of lower energy. This technique was used in chapters 5 and 6 to characterise the MoS$_2$ used and to probe the energy of the A exciton, by measuring the emitted light.

The PL spectra were taken with an Olympus upright microscope with a 100x objective lens of numerical aperture 0.9. Both 405 nm and a 532 nm lasers were used.

3.4.1 Graphene

The graphene was confirmed to be monolayer by Raman spectroscopy (see figure 3.8). The strong peak at 1588 cm$^{-1}$ is the G mode, which is the E$_{2g}$ mode, caused by the carbon atoms vibrating in the graphene plane.

The 2D peak, at 2647 cm$^{-1}$, is the most prominent, and is due to a double resonance process. The position and FWHM of the 2D peak confirms that the graphene is a monolayer[27,
For bilayer graphene, the 2D band significantly broadens and red-shifts, the FWHM increasing from 35 cm\(^{-1}\) (as shown in figure 3.8) to 50 cm\(^{-1}\) and it peak upshifting by 20 cm\(^{-1}\). This is because the single 2D Raman peak of monolayer graphene splits into four components in the bilayer case. This change in bilayer graphene is due to the change in the electronic band structure with the number of graphene layers. The monolayer case is shown in figure 3.9a. The laser with energy \(\varepsilon_L\) induces the excitation of an electron-hole pair (a \(\rightarrow\) b). Electron-phonon scattering close to \(K\) occurs at exchanged momentum \(q\) (b \(\rightarrow\) c), and then again at \(-q\) (c \(\rightarrow\) b), before the electron-hole recombination (b \(\rightarrow\) a). Therefore, the 2D Raman frequency is two times the scattering frequency. It is also clear from figure 3.9 that the Raman shift of the 2D peak is largely dependent on the laser frequency used, a higher frequency resulting in a higher energy 2D peak.

**Figure 3.9:** The origins of the 2D peak in the Raman spectrum for monolayer and bilayer graphene. This diagram representing the simplified electronic band structure of graphene was modified from Ferrari *et al.*[126]. The black dashed line shows the Fermi energy in each plot.
In the bilayer case, the interactions between the two graphene sheets cause the \( \pi \) and \( \pi^* \) bands to split into four different bands figure 3.9b. The four resulting Raman shifts are associated with the momenta \( \mathbf{q}_{1B}, \mathbf{q}_{1A}, \mathbf{q}_{2A} \) and \( \mathbf{q}_{2B} \). These four peaks are close together and appear as a much broader peak, and at a higher Raman shift than the equivalent 2D peak in the monolayer case.

The D peak, at 1325 cm\(^{-1} \) is due to the defects in the graphene sample. The mechanism for this is similar to the mechanism for the 2D peak[127]. For the D peak, the electron is scattered back to band 1 by an impurity. The Raman shift of the D peak is also dependent on the laser energy used. The D peak splits into two separate peaks when more than one layer of graphene is present. Therefore, both the D and 2D peaks broaden with the addition of more layers.

### 3.4.2 MoS\(_2\)

The Raman spectrum of MoS\(_2\) shows two peaks at about 400 cm\(^{-1} \), and a stronger peak at 520 cm\(^{-1} \). The two peaks at 400 cm\(^{-1} \) are the \( E_{2g}^1 \) and \( A_{1g} \) peaks, and the peak at 520 cm\(^{-1} \) is the peak associated with the Si substrate. The full Raman spectrum of MoS\(_2\) on a 300 nm SiO\(_2\) layer on a Si substrate is shown in figure 3.10, and the two peaks associated with MoS\(_2\) are shown in more detail in figure 3.11a. They arise due to the in-plane optical vibration of the Mo and S atoms and the out-of-plane optical vibration of S atoms, respectively[128]. The separation of these two peaks is 18.4 cm\(^{-1} \) for a monolayer of MoS\(_2\), but increases when more layers are present, converging to the bulk limit of 25.1 cm\(^{-1} \)[129]. This can be used as an accurate method of determining the number of layers of MoS\(_2\) in a sample[130]. The \( A_{1g} \) peak is seen to blue-shift at twice the rate that the \( E_{2g}^1 \) peak is seen to red-shift with increasing layers of MoS\(_2\). The interlayer Van der Waal forces are expected to increase the frequency of the vibrational modes, acting as a restoring force to the intra-layer vibrations. This is observed for the \( A_{1g} \) peak. The opposite behaviour of the \( E_{2g}^1 \) peak could be attributed to structural change in the topmost layer due to the presence of the others. A decrease in distance of about 5% was observed between the topmost S layer and the corresponding Mo in the bulk, measured by low energy electron diffraction[131]. It is also possible that the decrease in vibrational frequency is due to long-range Coulombic interactions[132].

Photoluminescence (PL) is the light emitted from the spontaneous recombination of electrons and holes (excitons)[133]. The PL of monolayer MoS\(_2\) is enhanced 10\(^4\)-fold in comparison with the bulk crystal. The PL reduces for each layer added in the few-layer case,
converging to the bulk limit. This is because the PL of bulk MoS$_2$ is a phonon-assisted process (because of the indirect band-gap), resulting in almost negligible quantum yield. The monolayer PL peak at $\approx 1.88$ eV matches the absorption peak in both energy position and width. It can therefore be attributed to a direct-gap luminescence[15]. A typical PL spectrum of a monolayer MoS$_2$ flake grown by CVD is shown in figure 3.11b.

Shi et al. (2012)[134] demonstrated the effects of reducing bulk MoS$_2$ to few- and single-layer samples. Quantum confinement was shown to have a very important effect, causing the exciton dynamics to deviate significantly from the bulk crystal. Faster electron-hole recombination was observed for the monolayer case due to the indirect to direct bandgap transition and the quantum confinement effect. The direct recombination was found to be $\approx 800$ ps for the monolayer case, but the indirect recombination was $> 2.3$ ns for the bulk case, demonstrating why the PL intensity is strongest for the monolayer limit of MoS$_2$.

**Figure 3.10:** Raman spectrum of monolayer MoS$_2$ on SiO$_2$/Si surface grown by CVD.

**Figure 3.11:** (a) Raman and (b) photoluminescence spectra of monolayer MoS$_2$ flakes grown by chemical vapour deposition.
3.5 Optical Measurements

The reflectance and scattering measurements in this thesis were taken with an Olympus upright microscope under white light excitation. Reflectance measurements were taken of Si disk arrays in chapter 6. These measurements were taken with the bright field mode using a 5x objective lens of numerical aperture 0.12. Measurements of scattering spectra were taken at the single particle level for chapters 4 and 5. These measurements were taken with the dark field mode using a 100x objective lens of numerical aperture 0.9. The spectra were recorded with an Andor CCD camera and an Andor 330i spectrometer.

Simple schematics of the bright and dark field modes are shown in figure 3.12a and b, respectively. In the bright field mode, reflected light is collected from the same direction as the incident light. The total reflectance is calculated using

$$ R = \frac{I_{col}}{I_{inc}} $$

(3.23)

where $R$ is the reflectance, $I_{col}$ is the total intensity of the collected light and $I_{inc}$ is the total intensity of the incident light. $I_{inc}$ was calculated by focusing the incident beam on a Ag mirror, and collecting the total reflected light, equal to the incident light. From this measurement it is also possible to calculate the absorbance ($A$) of the system, assuming there is no transmittance ($T$). This is because $R + A + T = 1$, so $A = 1 - R$ when $T = 0$.

In the dark field mode, the incident light hits the sample in a cone formation, and the light scattered upwards is collected. The scattering intensity ($I_{scat}$) from each particle is found by

$$ I_{scat} = \frac{I_P - I_{BG}}{I_{BG}} $$

(3.24)

where $I_P$ is the intensity of scattered light measured from the particle and $I_{BG}$ is the intensity of light scattered from the background material surrounding the particle. The measurement of $I_{BG}$ was taken with the same slit width as the measurement of the nanoparticle, directly beside each nanoparticle measured.

A Cary 50 UV-vis spectrophotometer was used to measure the extinction spectra of liquid samples containing nanoparticles. Examples of these are shown in section 3.2.2, showing the extinction spectra of samples of Au bipyramids. No spectra are shown for the Au nanospheres because the yield was too low. A beam of light was passed through the liquid sample in a cuvette, with the total transmitted light collected and measured. The extinction (total absorbed and scattered light) was found by subtracting the intensity of the transmitted light from the incident light.
3.6 Scanning Electron Microscopy

All scanning electron microscopy (SEM) images in this thesis were recorded using a Carl Zeiss Ultra SEM. SEM was employed to image all nanostructures used, giving information about their size and shape that would not be possible to measure with an optical microscope. This is because there is a wavelength-dependent limit of the optical resolution, the Abbe limit, approximated as

$$d = \frac{\lambda}{2n \sin \theta}$$  \hspace{1cm} (3.25)

where $d$ is the maximum resolution length for wavelength $\lambda$, $n$ is the refractive index and $\theta$ is the angle of the converging light from the normal direction. Therefore, the theoretical maximum resolution for any optical microscope is $\frac{\lambda}{2}$. The visible wavelength range is from 400 nm to 700 nm, making the visualisation of nanoparticles with a traditional optical microscope impossible.

The de Broglie wavelength of an electron is given by

$$\lambda = \frac{h}{mv} = \frac{h}{\sqrt{2meV}}$$  \hspace{1cm} (3.26)

where $h$ is Planck’s constant, $m$ is the electron mass, $v$ is the electron velocity and $V$ is the accelerating voltage applied to the electron. A higher accelerating voltage increases the velocity of the electron, according to the equation showing the energy of the electron.

$$E = \frac{1}{2}mv^2 = eV$$  \hspace{1cm} (3.27)

Therefore, the de Broglie wavelength, and hence, $d$ can significantly reduce with an increased $V$, allowing for the imaging of nanostructures.
Images are primarily generated from the back-scattered electrons (BSE) and secondary electrons (SE). The back-scattered electrons scatter elastically from the sample, with more electrons back-scattering for materials with high atomic numbers. There are three different types of secondary electrons, SE1, SE2 and SE3. SE1 electrons are generated directly where the impacting electron beam meets the surface of the sample. SE2 electrons emit further from the point of original impact, and are generated after multiple scattering within the sample. SE3 electrons are generated from back-scattered electrons impacting in the sample further away from the spot hit by the original electron beam, and are not useful for the image generation.

The in-lens detector is positioned above the objective lens in the SEM. The primary electrons are decelerated as they pass through the objective lens by 8 kV, so that the secondary electrons can be accelerated after they are scattered back up through the objective lens towards the in-lens detector. The in-lens detector collects SE1 and SE2 electrons, with almost no back-scattered or SE3 electrons. This makes it ideal for detecting surface information. Images taken with the in-lens detector, however, appear flat, with very little topological information. This is because the in-lens detector is placed directly above the sample.

The SE2 detector is positioned to the side, below the objective lens, mounted on the specimen chamber wall. A collector voltage is applied to the SE2 detector, allowing for the collection of low-energy secondary electrons that are not directed towards it to be collected. The collector voltage can also be set to a negative value, adjusted to only collect the highest-energy back-scattered electrons. The surface information given with the SE2 detector is lesser than the in-lens detector due to the back-scattered electrons detected alongside the secondary electrons. The back-scattered electrons originate from further within the sample than the secondary electrons, obscuring the surface information of the secondary electrons. The SE2 detector can give more topological information than the in-lens detector because of its position at the side to the specimen chamber. For both high surface information and topological information, a superposition of images from both the in-lens and SE2 detectors should be used.

Figure 3.13a and b show the contrast of a Au nanosphere imaged with (a) the in-lens and (b) the SE2 detectors as in chapter 4. The higher quality of surface information is evident in this image. The structures studied in this thesis are primarily composed of single nanoparticles and arrays of nanoparticles, reducing the need for high topological information. Therefore, all images were taken with the in-lens detector, giving greater resolution on the sample surface.
Another advantage of the in-lens detector is that it is possible to use it to image 2D materials. Figure 3.13c and d show images of the same position of a Si disk array with a monolayer of MoS$_2$ on top, as in chapter 6, taken with the in-lens and SE2 detectors, respectively. The position is evident in the in-lens image, with the MoS$_2$ flake much darker than the surrounding material. This is because the primary electrons have high enough energy to penetrate through the MoS$_2$ layer, but the MoS$_2$ has a screening effect on the lower-energy secondary electrons scattered back upwards. This causes the darkening effect, with fewer electrons being detected in the presence of the MoS$_2$ layer. This effect is less pronounced in the SE2 image due to the presence of the back-scattered electrons. Further, the back-scattered electrons are more likely to be scattered by the Mo in the MoS$_2$ layer due to its high atomic number in comparison to the surrounding material.

### 3.7 Photolithography

In chapters 4 and 5, single particle scattering spectra were correlated with SEM images of the same particles. To ensure that the corresponding spectra and SEM images could be paired correctly, a grid was printed on the substrates. This was achieved with photolithography. Photolithography is preferable to electron beam lithography (EBL) for larger structures because it utilises pre-made masks with the desired pattern. This allows for many samples to be
printed in quick succession, with a low energy cost, unlike EBL which requires the electron beam to be focused individually on each pattern feature for each sample made.

The samples were heated for 5 minutes at 150°C, before spinning on S1813 resist. They were then heated for 75 seconds at 115°C. The grid pattern was printed on the resist with an OAI mask aligner. The samples were developed with MF-319 developer for 40 seconds, before being immersed in deionised water to stop the reaction.

The metal for the grids was deposited on the samples by electron beam evaporation with a Temescal. For samples on SiO₂, as in chapter 5, a 35 nm Au layer with a 5 nm Ti adhesion layer were deposited. For samples on an Au film, as in chapter 4, the Au in the grid was replaced with Ag.

Acetone was used to etch away the metal on the resist, leaving behind the grid pattern. The samples were then cleaned with IPA, and dried with a nitrogen gun.

### 3.8 Conclusion

In conclusion, this chapter introduces all techniques, computational and experimental, involved in this work. The principles of FDTD, the simulation methodology for each chapter in this work, were described. The methods for all fabrication techniques were presented, including the growth of both plasmonic nanoparticles and 2D materials. Finally, the measurement and characterisation techniques were given. These involved optical measurements including PL, Raman, dark field, reflectance and UV-vis. SEM was also employed to visualise the nanostructures measured with the listed optical techniques. It was possible to correlate the SEM images with the individual nanoparticles measured by creating a grid on the sample substrate using photolithography.
Think left and think right and think low and think high. Oh, the thinks you can think up if only you try!

Dr. Seuss

4 Spectral Tuning of a Nanoparticle-on-Mirror System with Graphene

4.1 Introduction

The sub-nanometer control of the separation between two metal nanoparticles is of high interest due to the many applications involved exploiting the ability to trap light at the sub-wavelength scale[135, 136]. These include optical switching[137, 138], energy harvesting[22] and molecular detection and sensing[18, 19, 20]. The use of these nanogaps has made it possible to greatly increase the confinement of light to scales of less than one nanometer[135]. It is possible to achieve this effect by confining the light between two nanoparticles, for example in a bowtie formation. This can be done by creating an array of nanoparticles by electron beam lithography, allowing the precise positioning of the nanoparticles to give control over the nanogaps created[77, 139, 140]. Utilising a nanoparticle-on-mirror (NPoM) approach, however, gives stronger and more reproducible gap control. This is achieved by placing a metallic nanoparticle on top of a metallic film, allowing the nanoparticle to couple to its mirror image in the film. The NPoM approach retains the same confinement effects as two nanoparticles coupled together, but instead involves the coupling of a nanoparticle with its mirror image[135].

Two-dimensional materials are interesting to combine with the NPoM geometry. This is because the light is confined within dimensions similar to the atomic thickness material. This gives rise to a pathway for much higher light-matter interaction for 2D materials, allowing much deeper exploration into their optical properties[40, 141, 142]. Another advantage of utilising 2D materials in these systems is that their thicknesses are well known, and constant at the monolayer limit. This constant gap thickness can be useful by keeping the gap size fixed while monitoring other changes in the plasmonic system[143]. Graphene has a tunable surface conductivity response that can be modified by doping both chemically and electrically. This can be manipulated for a wide variety of applications, including a hyperlens, a
metacoupler and super-resolution imaging and sensing[144, 145]. Many studies have explored the coupling of graphene to plasmonic structures, mostly in the infrared region. It has been demonstrated that graphene can be used to modulate the plasmonic response by modifying the dielectric properties[146, 147, 148, 149, 150, 151, 152, 153]. This can be achieved by both electrical gating and chemical doping. When the graphene layer overlaps with the electric field hot spot, it can have remarkable effects on the modulation of the plasmonic spectra, even in the visible wavelength range[39, 40, 151, 154].

Two separate works, Shao et al.[39] and Mertens et al.[40] investigated a system involving a Au nanosphere on top of a Au film, with an intermediate layer of graphene. These systems demonstrated optical modulations, tuned by graphene, in the visible to near-infrared spectrum. This makes these works particularly interesting, as most systems involving the tuning of plasmonic energies with graphene are limited to the infrared region. Both works showed the formation of three different peaks in the scattering spectra. Shao et al. attributed the three peaks to the octupolar, quadrupolar and dipolar modes. Mertens et al. attributed the three peaks to the transverse plasmon and the coupling between the charge-transfer plasmon \( P_{CTP} \) and gap plasmon \( P_{GAP} \).

In this chapter, evidence is presented to show that both of these theories are correct and we demonstrate the conditions under which each is the dominant effect. The system involves a Au nanosphere of 150 nm in diameter, on top of a 100 nm thick Au film, with an intermediate layer of graphene, as shown in figure 4.1. The Au film is on top of a 100 nm thick SiO₂ layer on a Si substrate. Several plasmon modes are visible in the scattering spectrum of this system. Nitric acid is employed to modulate these modes by two different mechanisms. It serves to dope the graphene, and also to reduce the gap size in between the Au nanosphere and film. The results demonstrate the unification of the theories presented by both Shao et al. and Mertens et al., and the regimes in which each is observed.

### 4.2 Device Design and Fabrication

A 100 nm Au layer was deposited on the SiO₂/Si substrates by electron beam evaporation with a Temescal. The monolayer graphene was grown by chemical vapour deposition (CVD), due to its high monolayer coverage. The CVD graphene was grown and transferred onto the target substrates by the method described in section 3.3.1. The graphene was doped by immersion for five minutes in nitric acid of varying concentrations[49].

Raman maps of the same region of graphene on a SiO₂/Si substrate after immersion
in nitric acid of concentrations 0% to 70% are shown in figure 4.2a. The same sample of graphene was immersed in the different concentrations of nitric acid, from a low concentration to a high concentration, with Raman measurements being taken in between. The graphene was not washed in between immersions within the different solutions of nitric acid to ensure the doping level increased between each measurement and to minimise damage to the graphene layer. The Raman maps illustrate the red-shifting of the G and 2D peaks as well as the reduction of the intensity of the 2D peak as the graphene doping level increases. They also show that the D peak intensity remains low for all of the scans, indicating the high quality of the graphene used. After immersion in the 70% nitric acid, there are some areas where the D peak becomes more prominent, indicating that there was a small amount of damage within the graphene monolayer.

Figure 4.2b shows the Raman spectra averaged from the maps in figure 4.2a, and figures 4.2c and d show the average positions of the G and 2D peaks and the intensity ratio of the 2D and D peaks to the G peak, respectively. The G peak is shown to red-shift from 1588.9 ± 1.9 cm\(^{-1}\) to 1593.3 ± 2.7 cm\(^{-1}\) after immersion in 5% and 70% nitric acid, respectively. The 2D peak is shown to red-shift from 2642.4 ± 4.0 to 2649.0 ± 5.1 cm\(^{-1}\), and the intensity ratio of the 2D peak to the G peak, \(I_{2D}/I_G\), reduces from 1.3 ± 0.2 to 0.6 ± 0.2. This indicates that the p-doping can be estimated to be \(\approx 4 \times 10^{13} \text{ cm}^{-2}\) after doping the graphene in 70% nitric acid, with an average chemical potential of about \(\approx 0.8 \text{ eV}\)[155]. The doping for the purpose of this work was achieved by simply immersing the graphene in nitric acid, but it is possible to increase the doping level and its stability by annealing the...
Figure 4.2: (a) Raman maps of the same area within a graphene sample, showing the position of the G peak and the 2D peak and the intensity of the 2D peak and the D peak after each immersion in nitric acid from 0% to 70%. (b) Raman spectra averaged over each map shown in (a). (c) Positions of G peak and 2D peak taken from (a). (d) Ratio of the intensities of 2D peak and D peak to the G peak taken from (a). The data points show the mean value and the error bars show the standard deviation. The blue-shifting of the G peak and the 2D peak and the reduced intensity of the 2D peak indicate a high level of doping. The D peak has a very low intensity for all spectra, indicating the high quality of the graphene sample after the nitric acid treatment[49].

The ratio of the intensity of the D peak to the G peak, $I_D/I_G$, was changed from 0.10 ± 0.05 to 0.12 ± 0.12 after changing the concentration of nitric acid from 5% to 70%. This is due to a very low D peak intensity, indicating the high quality of the graphene layer. The standard deviation is very high when the graphene is highly doped from 70% nitric acid. This is because only a few small areas of the graphene measured show a D peak with increased intensity, while the D peak remains low for the rest. This effect is shown in figure 4.2a, where the map of $I_D/I_G$ remains dark with a few bright spots. This indicates that the graphene
remains of a high quality when it is highly doped with 70% nitric acid, but with a few small
areas of slight damage.

As can be seen in figure 4.2a, the overall peak positions and relative intensities are not at
the exact same level across a given Raman map. This is evident in the bright and dark spots
visible in each map. While each small section of graphene is not identical in the Raman
maps, it is clear that there is a definite trend of the peaks shifting in one direction as the
doping of the nitric acid increases.

The electrical resistivity of the graphene was also measured after the immersions in the
different concentrations of nitric acid. The graphene was placed on a SiO$_2$/Si substrate for
this. These measurements were taken with an Ossila four-point probe system. The probe
spacing was fixed at 1.27 mm for all measurements taken. Therefore any lack of uniformity,
breaks or tears in the graphene monolayer would have a high influence on the results mea-
sured. It was found that the measured resistivity was highly dependent on the positions of
the probes on the sample, indicating some non-uniformity in the monolayer graphene layer.
Raman spectra taken in the region of a tear in the graphene would not show any peaks char-
acteristic of graphene, as the graphene in that region was removed. For the measurements of
nanoparticles on top of the graphene layer, this was not a problem. This is because it would
not be possible to remove the graphene layer between the nanoparticle and film without also
removing the nanoparticle. Therefore, every particle that stayed in place between each im-
mersion in the nitric acid solutions had the same layer of graphene underneath as was there
at the beginning.

After the graphene sample was immersed in each concentration of nitric acid, six differ-
ent resistivity measurement were taken, with the probes positioned on different parts of the
sample for each measurement. The measurement with the lowest resistivity result was taken
as the resistivity of the graphene for that doping level. This minimised the measurements of
tears or breaks within the graphene layer. The results are shown in figure 4.3. While these
measurements do not give accurate numbers for the exact resistivity of the graphene layer,
they do indicate an overall trend. It is clear from this plot that the nitric acid is reducing the
resistivity of the graphene, showing that as the nitric acid concentration increases, the doping
level also increases[49, 155].

Both the Raman spectroscopy (figure 4.2) and resistivity (figure 4.3) measurements in-
dicate that the doping of the graphene layer was reduced when the sample was immersed in
5% nitric acid before being increased again for higher concentrations of nitric acid. This in-
dicates that the newly-grown graphene was slightly n-doped before being treated with nitric
Au nanospheres were synthesised with a wet chemistry approach, as described in section 3.2.1. This method was chosen to obtain a high yield of nanospheres that were uniform in size and highly spherical. The product was diluted in ethanol and sonicated for \( \approx 3 \) minutes before drop-casting onto the substrates. The 150 nm Au nanospheres were drop-cast onto the Au film with a graphene monolayer on top, the Au film without a graphene monolayer, the SiO\(_2\)/Si substrate with a graphene monolayer on top and the SiO\(_2\)/Si substrate without a graphene monolayer. The substrates were heated for 10 minutes in 40°C acetone after the deposition to reduce the CTAB (cetrimonium bromide, \( [(\text{C}16\text{H}33)\text{N(\text{CH}3)3}]\text{Br} \)) layer surrounding the particles[149]. This also helped to reduce the amount of residual PMMA remaining on the graphene.

Measurements of scattering spectra were taken at the single particle level under white light excitation with a dark field microscope using a 100x objective lens of numerical aperture 0.9. The spectra were recorded with an Andor CCD camera and an Andor 330i spectrometer. Approximately 50 measurements were taken for single nanospheres drop-cast onto each of the four different substrates considered.

FDTD simulations were carried out using Lumerical solutions. These were used to illustrate how the gap size and changes to the permittivity of the graphene layer modulate the energy of the plasmon modes. The nanospheres were modelled with diameter 150 nm, and approximated as perfect spheres. The dielectric function of Au was taken from a fit of the points measured by Johnson and Christy[156], and the gap between the nanosphere and
The graphene was modelled with thickness 0.5 nm, with the dielectric function, \( \varepsilon_G \), taken from Stauber et al.[158]. This model was chosen as it is valid for visible wavelengths. It describes the real (\( \sigma_r \)) and imaginary (\( \sigma_i \)) components of the optical conductivity of graphene with the following equations:

\[
\sigma_0 = \frac{\pi e^2}{2h} \tag{4.1}
\]

\[
\sigma_r(\omega) = \frac{\sigma_0}{4\pi^2} \left( \frac{\hbar \omega}{t} \right)^2 \left( \tanh \frac{\hbar \omega + 2\mu}{4k_B T} + \tanh \frac{\hbar \omega - 2\mu}{4k_B T} \right) \tag{4.2}
\]

\[
\sigma_i(\omega) = \frac{\sigma_0}{\hbar \omega \pi} \left( \mu - \frac{2\mu^3}{9\pi^2} \right) - \frac{\sigma_0}{\pi} \log \left| \frac{\hbar \omega + 2\mu}{\hbar \omega - 2\mu} \right| - \frac{\sigma_0}{36\pi} \left( \frac{\hbar \omega}{t} \right)^2 \log \left| \frac{\hbar \omega + 2\mu}{\hbar \omega - 2\mu} \right| \tag{4.3}
\]

where \( e \) is the charge of an electron, \( h \) is Planck’s constant, \( \omega \) is the angular frequency of the light, \( t \) is the hopping parameter of first-nearest neighbours in Stauber’s model[158], taken as 3 eV, \( \mu \) is the chemical potential of the graphene, \( k_B \) is the Boltzman constant and \( T \) is the Kelvin temperature. The permittivity of the graphene layer can then be found from the optical conductivity model shown above as follows[39].

\[
\varepsilon_G = \frac{i\sigma(\omega)}{\omega \varepsilon_0 d} \tag{4.4}
\]

where \( \sigma \) is the optical conductivity of graphene, \( \omega \) is the angular frequency and \( d \) is the thickness of the graphene monolayer. The real and imaginary permittivity of graphene, for chemical potentials varying from 0.1 to 1.2, is shown in figure 4.4a and b, respectively.

**Figure 4.4:** (a) Real and (b) imaginary permittivity of a monolayer of graphene as calculated by Stauber et al.[158].
4.3 Multipolar Modes in the Nanoparticle-on-Mirror System

Example experimental scattering spectra of four different nanospheres are shown in figure 4.5(a-d). Corresponding SEM images of the particles measured are shown to the right of each scattering spectrum, and a schematic of each system is shown underneath. The scattering spectrum of the Au nanosphere and Au film with the intermediate monolayer of graphene is shown in figure 4.5a. Three peaks are visible in this spectrum, corresponding to the octupolar (570 nm), quadrupolar (597 nm) and dipolar (732 nm) modes, respectively, as identified by Shao et al.[39]. The octupolar peak is visible as a shoulder to the quadrupolar peak.

![Figure 4.5](image)

**Figure 4.5**: (a-d) Experimental scattering results from single 150 nm Au nanospheres (a) on top of a monolayer of undoped graphene on a Au film, (b) directly on top of the Au film, (c) on top of a monolayer of undoped graphene directly on the SiO$_2$/Si substrate and (d) directly on the SiO$_2$/Si substrate. An SEM image of the particle measured, with scale bar showing 100 nm is shown to the upper right of each plot. A schematic of each system is shown to the lower right of each plot.

Electric field maps from a simulation of this system are shown in figure 4.6a at the energy corresponding to the quadrupolar mode. The top panel shows the cross section through the center of the sphere and the substrate underneath, and the bottom panel shows the cross section on the top of the Au film directly underneath the sphere and graphene. It is clear from these two maps that the electric field is highly confined in the gap between the Au sphere and film, where the graphene is positioned. This elucidates how this structure can be utilised to maximise the interaction of the plasmonic resonances with a graphene monolayer.
Figure 4.6: Simulated results from a 150 nm Au nanosphere on a monolayer of graphene on the Au film. The gap between the Au sphere and graphene layer is 1 nm and the graphene has a chemical potential of 0.1 eV. The results show (a) electric field maps at the energy of the quadrupolar mode. These are shown through the center of the sphere and the substrate, and at the surface of the Au film, directly underneath the sphere. Contours of the particle and Au film are indicated by the white dashed lines. (b-d) Surface charge distribution maps at the positions of the dipole, quadrupole and octupole, respectively. The cross-section of each map is 200 nm × 200 nm.

The simulated surface charge distribution maps are shown in figure 4.6b-d. These maps show the same planes through the center of the sphere and the substrate and at the top of the Au plane, underneath the nanosphere, as in the electric field maps. They are taken at the energy of the multipolar modes, and correspond to the simulated spectrum in figure 4.8b, of chemical potential 0.1 eV. The lowest energy peak shown in figure 4.6b, corresponding to the peak at 732 nm in the experimental scattering spectrum, is clearly a dipolar mode. Similarly, higher orders of multipoles are evident in figures 4.6c and d, corresponding to the peaks at 597 nm and 570 nm in the experimental spectrum. The top panel in figures 4.6b-d show some features that do not correspond to the dipolar mode. This is because some of the charge in the Au sphere leaked into the polymer and CTAB layer, modelled with permittivity 1.5. Simplified results of the same simulation with the polymer area replaced with air are shown in figure 4.7, demonstrating a clearer dipolar mode when there is no polymer layer for the charge to leak into.

An experimental scattering spectrum of the same system, without the graphene monolayer is shown in figure 4.5b. This spectrum also shows several peaks corresponding to different multipolar modes. There is some variation of where the peaks were positioned for this system, across the different particles measured. As will be discussed below, this is due to the high sensitivity of the plasmon modes to the gap size between the Au nanosphere and
Figure 4.7: Surface charge distribution maps from simulations as in figure 4.6e, but replacing the polymer layer with an air layer. The top panel shows the surface charge distribution through the center of the nanosphere and the substrate, with a closer map shown below giving better resolution to the charge at the top of the Au film and the graphene layer. The bottom panel shows the surface charge distribution at the top of the Au film, directly underneath the Au sphere. Each map shows a cross section of 200 nm × 200 nm, with the closer-up versions of the top panel maps showing 100 nm × 23 nm. The maps show the surface charge distribution for the (a) dipolar, (b) quadrupolar and (c) octupolar modes. These maps give a simplified approximation to figure 4.6e, as in this case the charge in the sphere does not leak out into the polymer layer.

Experimental scattering spectra of Au nanospheres directly on the SiO$_2$/Si substrate, with and without a monolayer of graphene are shown in figures 4.5c and d, respectively. Both spectra show one broad peak at ≈ 600 nm, comprised of the different multipolar modes too close together to resolve. The lack of the Au film underneath significantly reduces the electric field strength and the interaction between the plasmons and the graphene, resulting in no notable differences between the spectra of the spheres with and without a monolayer of graphene between them and the SiO$_2$/Si substrate.
4.4 The Effect of Graphene Doping and Gap Size

Gap plasmons have a very high sensitivity to their environment. Therefore, a myriad of factors can cause slight discrepancies between the experimental results from different particles, including the particle shape, size, gap size and surface roughness of the Au film. Due to these small differences between different particles, the simulations employed in this paper are used only to show global trends. The systems corresponding to the spectra in figure 4.5 are simulated with an idealised model, assuming the nanoparticles are perfect spheres of 150 nm diameters, and placed on substrates with completely flat surfaces. These approximations are used to keep the simulations simple and to best observe the trends involved in the evolution of the spectra as the gap size between the nanosphere is modified or as the graphene layer is doped. This simple model is not used to find an exact fit for each experimental spectrum. Therefore, there is a slight discrepancy between the peaks corresponding to each mode in the experimental spectra (shown in figure 4.5) and the simulated spectra (shown in figure 4.8 and 4.10).

The effect of the doping of the graphene layer is shown in figures 4.8a and b. Both plots show the simulated scattering spectra of a Au nanosphere on top of 100 nm Au film, separated by a monolayer of doped graphene. In figure 4.8a, the gap between the sphere and the top of the graphene layer is 0.25 nm, while in figure 4.8b, the gap is 1 nm. In both cases, the dipolar mode is shown to blue-shift as the doping level goes up. This effect is more extreme in the case of the smaller gap size. It blue-shifts by 45 nm in figure 4.8a when the doping is increased from 0.1 eV to 1.1 eV, but it only blue-shifts by 30 nm in figure 4.8b. The blue-shifting of the dipolar mode is due to the reduction of the real part of the permittivity of the graphene at higher doping levels[39, 147, 149]. When the doping level is brought as high as 1.2 eV, the dipolar mode splits in two in figure 4.8b, and all of the modes split in figure 4.8a. The mechanics behind this phenomenon will be discussed in chapter 4.6.

The maximum electric field strength within the graphene layer is shown in figure 4.9. The electric field strength is calculated at the energy of the dipolar, quadrupolar and octupolar modes for a 150 nm Au sphere on a Au film, sandwiching a graphene monolayer with chemical potential 0.1 eV. The gap between the Au sphere and the graphene layer was varied from 0 to 1.5 nm. For each of the multipolar modes, the E field is clearly shown to reduce as the gap is made larger. This shows the importance of keeping the gap size small and minimising the thickness of the CTAB and PMMA layers. It also elucidates how this system can be utilised with fine control to achieve very high electric field intensities, concentrated
Figure 4.8: Simulated scattering spectra for a 150 nm Au sphere on a 100 nm Au film, sandwiching a monolayer of graphene on a SiO\textsubscript{2}/Si substrate with a (a) 0.25 nm and a (b) 1 nm gap between the sphere and the graphene, respectively. The chemical potential of the graphene is increased from 0.1 eV to 1.2 eV.

in the graphene layer. The electric field strength is shown to reach as high as 890 V/m for the dipolar mode when there is no gap between the nanosphere and graphene layer. This is a significant field enhancement, as the incident field strength in Lumerical solutions is 1 V/m. A higher electric field strength overlapping with the graphene layer allows a stronger interaction between the plasmon and the thin 2D material. This is why the blue-shifts of the multipolar modes were shown to be larger for the doped graphene for a smaller gap size as demonstrated in figure 4.8.

Another difference between the spectra in figures 4.8a and b is seen in the higher energies of the modes in the latter. This is more evident when looking at the sharper peaks when the graphene is more highly doped. For example, when the chemical potential is set to 1 eV, the dipole mode is positioned at 688 nm and 717 nm when the gap size is 1 nm and 0.25 nm respectively. This effect can be understood by comparing the system to a capacitor, with the charge built up on either side of the gap, driven by the incoming light. This higher energy is due to the increased gap, causing a reduced capacitance between the Au sphere and film, increasing the oscillation period. Therefore, a lower capacitance causes the energy of the
Figure 4.9: Plot showing the maximum electric field strength within the graphene layer at the energy of the dipolar, quadrupolar and octupolar modes for varying gap sizes between the Au sphere and graphene layer. Results were taken from simulations of a 150 nm Au nanosphere on a 100 nm Au film with the chemical potential is fixed at 0.1 eV.

plasmonic mode to increase. This effect is also seen in figure 4.10a, where the system is modelled without a graphene layer. The gap between the nanosphere and film is reduced from 1.5 nm to 0 nm, with the edge of the sphere only just coming into contact with the film. The scattering peaks are seen to red-shift[159], with more multipolar modes appearing as the gap size is brought to just 0.25 nm. A schematic illustrating the effect of the sphere being brought closer to the Au film is shown to the right of this plot. The PMMA layer modelled as a medium of refractive index 1.5 has the effect of some extra small peaks forming in the spectra due to the charge leaking described in section 2. Versions of figures 4.8a and b and figure 4.10a are shown in figure 4.11, with the PMMA modelled as air instead. These plots give a clearer view of the trends occurring due to the change of gap size and chemical potential.

When a Au nanoparticle is brought into contact with a Au substrate, a neck is formed in between them by the rearrangement of the atoms of the nanoparticle touching the sphere[40, 160, 161, 162]. With the formation of this neck, it is no longer possible for the multipolar modes to form because the capacitor effect cannot occur without the gap region between the Au sphere and film. Simulations of this effect are shown in figure 4.10b, with the radius of the neck being increased from 20% of the radius of the nanosphere to 100% of the radius of the nanosphere. This is illustrated to the right of the plot. When the neck is still small compared to the radius of the diameter, some plasmonic modes are still visible in the scattering spectrum, suggesting that the sphere can still couple with the film for very small neck
Figure 4.10: (a) Simulated scattering spectra for the same system, without the graphene layer. The gap between the Au film and Au sphere is reduced from 1.5 nm to 0 nm. This effect is illustrated to the right. (b) Simulated scattering of the same system as in figure (c), but with no gap between the Au sphere and film. The system is simulated with a neck formed between the sphere and film, with the ratio of the neck to sphere diameter being increased from 0.2 to 1. This effect is illustrated to the right.

As the neck size is increased, however, the scattering peaks collapse into one, showing that the coupling between the sphere and film is no longer happening. As the neck radius increases, the plasmon is shown to blue-shift. This result is supported by similar findings in the literature[160, 162].

4.5 Nitric Acid for the Control of both Doping of Graphene and Gap Size

The two effects described above were experimentally realised by the immersion of the samples in nitric acid (HNO₃). The nitric acid was used as a method to effectively p-dope the graphene layer, and also etch away the residual CTAB and PMMA between the Au sphere and film, reducing the gap size between the two. The samples were immersed in 5%, 10%, 20%, 30%, 40%, 50%, 60% and 70% nitric acid for five minutes each. The nitric acid has the effect of p-doping the graphene[49]. Raman spectra were taken of the graphene after each
immersion in the various concentrations of nitric acid. The results are shown in figure 4.2, and can confirm a high level of doping across the entire graphene monolayer[49, 163]. The doping is estimated to be between 0.9 eV and 1.1 eV after being immersed in 70% nitric acid, with slight variations across the graphene sample. This is evidenced by the Raman spectra presented in figure 4.2[155], as well as the experimental spectra shown in figures 4.12 and 4.13.

Dark field scattering spectra were obtained in between each immersion of the sample in nitric acid for all fifty nanospheres measured on each substrate type. Results of sample spectra are shown in figures 4.12 and 4.14. As was seen in figures 4.8 and 4.10, the plasmon modes are highly sensitive to both the gap size and the doping of the graphene layer. Therefore, there was a variety seen in the change of the spectra for the different particles measured. Despite these differences, the overall trends remain constant across all of the experimental spectra.
An example of a 150 nm Au nanosphere on a 100 nm Au film, separated by a monolayer of graphene, is shown in figure 4.12a, with experimentally measured dark field spectra for each concentration of nitric acid up to 70%. Further examples of experimental spectra for each concentration of nitric acid are shown in figure 4.13. As for the simulated results shown in figure 4.8, the largest changes occurred for the dipolar mode.

The dipolar mode is seen to red-shift slightly as the nitric acid concentration is brought from 0% to 20% in figure 4.12a. This is expected, because before the sample is immersed in a high concentration of nitric acid, a lot of residual CTAB and PMMA is still present, resulting in a large gap between the Au sphere and film. Therefore, the first few immersions in nitric acid primarily serve to etch away the PMMA and CTAB in the gap region, reducing the gap size and resulting in the red-shift as shown in figure 4.10a. As the graphene is doped initially with low concentrations of nitric acid, only a slight blue-shift would be expected, not as high as the red-shift evident from the reducing gap size. Further, as demonstrated in figure 4.8a and b, blue-shifts due to the doping of the graphene only occur at high chemical potentials, demonstrating why a blue-shift is only apparent in the experimental spectra when the 30% nitric acid is used. When 0% to 20% nitric acid is used, a very slight red-shift of about 6 nm is shown, indicating that the rate of etching of the PMMA and CTAB layers is having a slightly more dominant effect on the system at these levels than the doping effect of the nitric acid.

A significant blue-shift of 50 nm is shown when the sample is immersed in 30% nitric acid. This indicates that the graphene is now heavily doped, possibly reaching the chemical potential of about 1 eV. As the nitric acid concentration is increased further, from 40% to 70%, the plasmon energy is shown to red-shift slightly again, indicating that the gap is still reducing in size. Another interesting effect is that the dipolar mode has begun to split into two peaks, as shown in figure 4.8. This indicates that the chemical potential has been brought up to about 1.1 eV.

The same system was simulated as shown in figure 4.12b, with the chemical potential being increased from 0.1 eV to 1.1 eV and the gap size being reduced from 1 nm to 0 nm. The simulations show the same trend as the experiments, with the doping level and gap size chosen to match as close as possible to the experiments. The doping level was increased from 0.1 eV to 1.1 eV in the first five spectra shown, matching the trend in the experiments from 0% to 30% nitric acid. The simulated gap size was then reduced from 1 nm to 0 nm for the remaining spectra, matching the 30% to 70% nitric acid spectra in the experiments. There is a slight discrepancy in the energy of the dipolar mode, the simulations predicting
Figure 4.12: (a) Experimental and (b) simulated scattering spectra of the same nanosphere after being immersed for five minutes in nitric acid of increasing concentrations. The 150 nm Au nanosphere is on top of a monolayer of graphene on a 100 nm Au film. A SEM image of the nanosphere is shown to the right of (a), with the white scale bar showing 100 nm.

it to have a higher energy. The other difference between the simulations and experiments is that the gap change and doping level appear to have a larger effect on the quadrupolar mode in the simulations than they do in the experimental data. Many factors could contribute to this slight discrepancy between experiments and simulations. These include the uniformity of the permittivity between the nanoparticles and graphene or the quality of the graphene layer itself.

Figure 4.14a shows an example of another Au sphere on a 100 nm Au film, this time without the monolayer of graphene in between. Further examples of experimental spectra for each concentration of nitric acid are shown in figure 4.15. The plasmon energies are again seen to shift due to the change in the gap region. The changes in the gap region are due to the etching of the CTAB layer between the nanoparicle and film, and subsequent reduction of the gap size. The peaks red-shift slightly as the nitric acid concentration is increased to 30%. The positions of the peaks indicate that the gap size is very small before the sample is immersed in nitric acid, especially the dipolar peak at \( \approx 780 \) nm. The dipolar peak is very
Figure 4.13: Experimental spectra of 150 nm Au spheres on a 100 nm Au film with an intermediate layer of graphene. Spectra are taken after immersing the sample in 0-70% nitric acid, as in figure 4.12. Corresponding SEM images are shown to the right of each spectra. Scale bars show 100 nm. The scattering peaks are shown to blue-shift due to the doping of the graphene layer (especially the dipolar mode), before red-shifting again as the gap size decreases. The dipolar mode is shown to split into two peaks.

diffuse with a low intensity when there is a small gap, as demonstrated in figure 4.10a. The reason for this very small gap is because the sample was immersed in acetone heated to 45°C before the measurements were taken. This removed a lot of the CTAB around the particles. The other reason is that there was no PMMA coating the Au film as there is coating the graphene, which helps to keep the gap small. As the nitric acid concentration is increased to 70%, the multipolar modes disappear, giving rise to one single plasmon mode, as shown in figure 4.10b. This is a clear indication that a neck is forming between the Au sphere and film, aided by the immersion in the nitric acid. The plasmon is shown to blue-shift with each immersion from 40% to 70%, indicating that the neck is increasing in diameter as the nitric
acid concentration increases. This could be due to the nitric acid removing more CTAB with each immersion, freeing more Au atoms on the lower side of the nanosphere to rearrange and fuse with the Au film underneath.

Figure 4.14: (a) Experimental and (b) simulated scattering spectra of the same nanosphere after being immersed for five minutes in nitric acid of increasing concentrations. The 150 nm Au nanosphere is directly on top of the 100 nm Au film. An SEM image of the nanosphere is shown to the right of (a), with the white scale bar showing 100 nm.

The scattering spectra for this system were also approximated with simulations. As the nitric acid concentration was increased to 20%, simulations were carried out with a gap size reduced from 0.3 nm to 0 nm. As the nitric acid concentration was increased further to 70%, the neck radius was increased from 0 % to 50% of the radius of the sphere’s diameter. It can be seen in both the experimental and simulated results that as the gap decreases, the plasmons red-shift. After the sphere comes into contact with the Au film, the plasmons start to blue-shift again as the neck increases in diameter. This blue-shift is due to a reduced capacitance as the neck becomes more substantial, allowing more charge to tunnel through. The experiment and simulation show very similar results as the nitric acid concentration reaches 40%, giving good predictions as to how thick the neck becomes after the treatment with nitric acid. Most of the nanospheres measures showed evidence of a neck being formed.
Figure 4.15: Experimental spectra of 150 nm Au spheres placed directly on a 100 nm Au film, with no intermediate layer of graphene. Spectra are taken after immersing the sample in 0-70% nitric acid, as in figure 4.14a. Corresponding SEM images are shown to the right of each spectra. Scale bars show 100 nm. The peaks are shown to red-shift as the gap decreases before blue-shifting again, collapsing into a single, blue-shifted peak as the neck between the nanosphere and film forms.

Experimental scattering spectra for a 150 nm nanosphere on a SiO$_2$/Si substrate, with and without a graphene layer in between, immersed in 0 to 70% nitric acid as in figures 4.12 and 4.14 are shown in figures 4.16a and b, respectively. No changes in these spectra are detected after treating the samples with nitric acid. This is due to the absence of the Au film underneath the nanoparticles, and therefore, the absence of the high electric field confined within the small gap. This confirms that the shifts observed with the Au film underneath are only possible when the electric field is confined in the small volume between the Au sphere and film. Simulations were also carried out to confirm that no changes took place in
the scattering spectrum of a Au nanosphere directly on the SiO$_2$/Si substrate when the gap distance or doping level was changed.

**Figure 4.16:** Experimental scattering spectra of the same nanosphere after being immersed for five minutes in nitric acid of increasing concentrations. The 150 nm Au nanosphere is on top of a mono-layer of graphene on the SiO$_2$/Si substrate (a) with and (b) without an intermediate monolayer of graphene in between. A SEM image of the nanospheres are shown to the right of the corresponding spectra, with the white scale bars showing 100 nm.

---

### 4.6 The splitting of the Dipolar Mode for high Doping Levels

We have seen that the peaks in the scattering spectra of the nanoparticle-on-mirror system correspond to the multipolar modes as described in Shao *et al.*[39]. However, we have not yet examined the theory given by Mertens *et al.*[40], theorising that the two lower energy peaks are due to the charge-transfer plasmon ($P_{CTP}$) and the gap plasmon ($P_{GAP}$) interacting. The charge-transfer plasmon is the dipolar resonance of the whole system. The gap is conductive, and gives rise to an equal and opposite charge in the Au sphere and the Au mirror film, as demonstrated in figure 4.6b-d. The gap plasmon is highly localised in the vicinity of the gap, and is therefore more dependent on the doping of the graphene layer. The two plasmons interact as follows:

$$P_+ = P_{CTP} + P_{GAP}$$  \hspace{1cm} (4.5)
As the doping gets larger, $P_{GAP}$ increases, causing the dipolar mode to split into two new modes, $P_+$ and $P_-$. This is supported by both experimental results and simulations (see figures 4.8 and 4.12). For smaller gaps, the quadrupolar and octupolar modes are also seen to split by the same mechanism (see figure 4.8a).

Further simulations were carried out to ensure the surface charge distribution matched this theory. A 150 nm sphere on a Au film, separated by a monolayer of graphene with chemical potential 1.2 eV was simulated, with a gap of 1 nm between the sphere and graphene layer as in figure 4.8b. The surface charge distribution was investigated at the wavelengths of the peaks shown in the scattering spectrum, at (a) 673 nm, (b) 629 nm, (c) 590 nm and (d) 558 nm. The results are shown in figure 4.17. The peaks at (c) 590 nm and (d) 558 nm show the quadrupolar and octupolar modes, as expected, matching the maps shown in figure 4.6. Interestingly, the peak at (a) 673 also appears octupolar when viewing the surface charge distribution at the surface of the Au film, despite being lower in energy to the peak at (b) 629 nm, which is clearly dipolar. These results indicate that the dipolar plasmon has split into two new plasmons, $P_+$ and $P_-$ [40, 164, 165].

![Figure 4.17](image)

**Figure 4.17:** Surface charge distribution maps positioned through the nanosphere and the substrate (top panel) and positioned at the surface of the Au film, directly underneath the nanosphere (bottom panel). The gap between the sphere and graphene layer is 1 nm, and the graphene is doped with chemical potential 1.2 eV, as in figure 4.8b. The maps correspond to the position of the peaks at (a) 673 nm, (b) 629 nm, (c) 590 nm and (d) 558 nm. The cross section of each map is 200 nm $\times$ 200 nm.

$P_-$ occurs as a result of $P_{CTP}$ and $P_{GAP}$ acting in opposite directions. This has the effect of reducing the energy of the plasmon, and also distorting the surface charge distribution. This gives it the appearance of an octupolar mode, despite being lower in energy. $P_+$ occurs as a result of $P_{CTP}$ and $P_{GAP}$ acting in the same direction. This has the effect of enhancing...
the dipolar effect, and also increasing the plasmon energy.

4.7 Conclusion

A single Au nanoparticle on a Au mirror film separated by a monolayer of graphene has been investigated. It has been demonstrated with both numerical simulations and experimental results how sensitive the plasmon modes are to both the gap size and the level of doping in the graphene layer, even at visible wavelengths. The coupling of the nanosphere and film gives rise to multipolar modes which can be tuned to blue-shift by doping a monolayer of graphene in between them, or by altering the gap size. At high doping levels, the plasmons are seen to split into two new energy levels. The results serve to explain how different theories in the two previous papers, Shao et al. and Mertens et al., are both correct under different levels of doping and different gap sizes. These results will be useful for the design and fabrication of future devices employing the use of a nanoparticle-on-mirror system, separated by a 2D material. They give a deeper understanding of the interactions between the different plasmonic modes and how they can be controlled. The control of the energy of plasmonic modes as shown in this chapter has potential applications in sensing in the visible region.
5 Rabi splitting between Plasmons of Gold Nano-Bipyramids and the Excitons of Monolayer MoS$_2$

5.1 Introduction

The longitudinal plasmon (oscillation of electrons along the long axis) of a Au nano-bipyramid is an ideal resonance for strong coupling. The plasmonic resonance is sharper than other, similar structures such as nanorods\cite{119}. More importantly, however, the tunable, sharp tips provide the ideal platform for reducing the mode volume of the resonator. This is because the electric field enhancement is confined mostly in the tips, even for larger bipyramids. As described in section 2.4.2, a low mode volume results in a higher coupling strength for Rabi splitting. This is because $g \propto \frac{1}{\sqrt{V}}$, where $g$ is the coupling strength and $V$ is the mode volume of the resonator, as described in equation 2.15. They adapt a reduced-symmetry configuration on a substrate, only one of their ten sides touching the surface\cite{52}. This further reduces the mode volume of the resonance with only one sharp tip interacting with the quantum emitter. An even more important effect of this reduced symmetry is that the plasmon oscillation is tilted towards the MoS$_2$. In other similar systems using different nanoparticle shapes, the plasmon oscillation is in parallel to the substrate, causing the electric field hot spots to be misaligned with the dipole moment of the exciton underneath. This misalignment can greatly reduce the strength of the Rabi splitting\cite{52}.

MoS$_2$ was chosen to couple with the bipyramids of this system due to the lower temperatures required for its synthesis\cite{122} as well as its A exciton energy being in the visible range\cite{15, 134}. Chemical vapour deposition (CVD) is the preferred method for obtaining monolayer MoS$_2$. This is due to the large monolayer area coverage of single flakes as well as the higher crystallinity and larger flake size compared with what can be obtained by other methods\cite{123, 166}.

In this system, the strong coupling between the longitudinal plasmon of a Au bipyramid and the A exciton of a monolayer of MoS$_2$ on a 300 nm SiO$_2$ on Si substrate is investigated. All experiments and simulations were carried out at room temperature and atmospheric pres-
Figure 5.1: Schematic of the system, with a single Au nano-bipyramid drop-cast on a monolayer of MoS$_2$ on top of a 300 nm SiO$_2$ on Si substrate. A single bipyramid is also shown with its length and width marked as L and W, respectively.

Sure. All measurements, both in experiments and in simulations, were carried out at the single particle level. A schematic of the system is shown in figure 5.1.

5.2 The Interaction between Gold Bipyramids and Monolayer MoS$_2$

Bipyramids have two plasmons, a longitudinal and a transverse. These are the oscillations of electrons along the longitudinal axis (L as shown in figure 5.1) and the transverse axis (W as shown in figure 5.1). In the transverse case, the scattering is much weaker. Additionally, the transverse peaks have a higher energy, at about 2.5 eV for the bipyramids studied. This is much higher than the energy of the A exciton of monolayer MoS$_2$, making any interaction with it negligible. Therefore, only the longitudinal plasmon of the Au bipyramids were considered in this investigation.

As previously discussed in section 2.4.2, the longitudinal plasmon of the Au bipyramid and the exciton of the monolayer of MoS$_2$ couple together to achieve Rabi splitting. The bipyramids are grown with a size and shape to give a plasmon that overlaps with the energy of the A exciton of monolayer MoS$_2$. This energy was found by taking the photoluminescence of the MoS$_2$ flakes (figure 3.11b in section 3.4.2). Raman spectroscopy was also carried out to ensure all of the MoS$_2$ flakes investigated were monolayer (see figure 3.11). Rabi splitting is also possible with few-layered transition metal dichalcogenides[52], but to keep the MoS$_2$ consistent, only the monolayer flakes were considered for this work.

A wide variety of plasmon energies are possible when tuning the size and shape of the bipyramids. This is shown in figure 5.2, where the scattering spectra of single bipyramids are shown with their corresponding SEM images. Figure 5.2a shows bipyramids of length...
100 nm and figure 5.2b shows bipyramids of length 80 nm. This highlights how the size of a bipyramid influences the energy of the plasmon. Smaller bipyramids are shown to have a higher plasmon energy. The plasmon energy can also be controlled with the aspect ratio (ratio of length, L, to width, W) of a bipyramid, or by changing the radius of the tips on either side of the bipyramid. This is shown in figure 5.2, as even bipyramids of the same length have different plasmon energies when the aspect ratio or tip radii are changed. A lower aspect ratio reduced the plasmon energy. Sharp tips were also seen to lower the plasmon energy. Sharp tips, however, are important for the bipyramids as the sharp tips increase the local field confinement, strengthening the Rabi splitting.

Figure 5.2: Single particle scattering spectra for bipyramids drop-cast directly onto the 300 nm SiO$_2$ and Si substrate for bipyramids of length (a) 100 nm and (b) 80 nm. White scale bars show 20 nm.

Figure 5.3 shows the scattering spectra of two different single bipyramids and their corresponding SEM images. Both bipyramids are a similar size and shape, but are drop-cast onto different substrates. The bipyramid in figure 5.3a is drop-cast onto a plain substrate of 300 nm SiO$_2$ on Si. This bipyramid shows a single peak in the scattering spectrum corresponding to the longitudinal plasmon energy. The bipyramid in figure 5.3b is drop-cast onto a single monolayer of MoS$_2$ on top of the same substrate as in figure 5.3a. For this bipyramid, the scattering spectra for both the longitudinal and transverse polarisations were taken. The longitudinal measurement shows two distinct peaks, characteristic of Rabi splitting. The measurement indicates that the plasmon has split into two new eigenstates. The transverse measurement was also taken to confirm that both peaks were present due to the single longitudinal plasmon interacting with the exciton. No features were visible in the transverse case, giving a further indication of Rabi splitting. A very small longitudinal signal is still present in the transverse measurement of figure 5.3b due to a slight offset of the polariser in
the experimental set-up.

**Figure 5.3:** Single particle scattering spectra for a bipyramid on (a) the SiO$_2$/Si substrate and (b) the MoS$_2$ monolayer on the SiO$_2$/Si substrate. Light polarised in both the longitudinal and transverse directions is shown in (b). Insets show corresponding SEM images. The white scale bars show 20 nm.

As shown in figure 5.2, the plasmon energy of the single bipyramids can be controlled by changing the length and aspect ratio. This can be done to detune the plasmon energy from the exciton energy. The photoluminescence peak for the monolayer MoS$_2$ monolayer on the SiO$_2$/Si substrate was measured at about 1.88 eV, corresponding to the energy of the A exciton. The effect of detuning the plasmon energy from the energy of the A exciton of monolayer MoS$_2$ is shown in figure 5.4a. The bipyramids were detuned by changing the length and keeping the aspect ratio constant. As discussed previously, smaller bipyramids have higher energy plasmons, while larger bipyramids have lower energy plasmons. When the plasmon energy is higher than the exciton energy, there is more scattering from the upper polariton. Similarly, when the plasmon energy is lower than the exciton energy, there is more scattering from the lower polariton.

As discussed in section 2.4.2, it is possible for splitting to occur in the scattering spectrum due to a Fano-like interference causing an anti-resonance. This occurs when the rate of exchange of energy from the exciton to the plasmon is quicker than the decay rate of the exciton, but the rate of exchange of energy from the plasmon back to the exciton is slower than the decay rate of the plasmon. The feedback from the exciton to the plasmon can cause a dip in the scattering spectrum of the plasmonic response, but the lack of feedback from the coupling of the plasmon back to the exciton is revealed by the absence of splitting in the emission spectrum of the exciton[98]. The two peaks in the PL spectrum could be used to confirm Rabi splitting because the PL directly measures the excitons in the system. This
Figure 5.4: (a) Single particle scattering spectra for single bipyramids of varying lengths and of aspect ratio \( \approx 2.3 \) on a monolayer of MoS\(_2\) on an SiO\(_2\)/Si substrate. Corresponding SEM images for each bipyramid are shown to the left. The white scale bars show 20 nm. (b) FDTD simulations showing the scattering spectra of the same Au bipyramids as in (a). (c) FDTD simulations showing the absorption spectra of the same Au bipyramids as in (a).

is difficult to achieve experimentally due to the large sheet of MoS\(_2\), with a large number of uncoupled excitons, surrounding each bipyramid. This means that it would be difficult to observe the PL signal of a split A exciton emission peak from the area of MoS\(_2\) directly underneath the bipyramid tip when the much greater area of surrounding MoS\(_2\) is emitting one, uncoupled peak.

FDTD simulations were used to confirm that Rabi splitting was taking place. The experimental scattering results were reproduced with FDTD simulations as shown in figure 5.4b. There is a strong agreement between the simulations and the experiment. FDTD simulations were taken further to calculate the absorption spectra (figure 5.4c). The dip in the absorption spectra confirms that Rabi splitting was achieved between the plasmons and excitons of the system, as Fano resonances do not show a dip in the absorption of the system[98].

There are slight differences between the experimental and simulated scattering spectra. There is an extra peak at about 2.05 eV present in the simulated data. This is attributed to the presence of the B exciton. The refractive index used to model the MoS\(_2\) was taken from Jung et al.[67] (figure 2.7), and differed slightly from the experimental MoS\(_2\), having a stronger B exciton. Further simulations were performed using the 85 nm Au bipyramid in figure 5.4. The scattering and absorption results of these simulations are shown in figures 5.5a and b,
respectively. In these simulations, three different refractive indexes were used to model the MoS$_2$. These were the refractive index in figure 2.7, a refractive index with Lorentzian functions matching the peaks corresponding to the A exciton and a refractive index with Lorentzian functions matching the peaks corresponding to the B exciton. The results show that when MoS$_2$ is modelled with only the A exciton, there is no extra scattering peak at 2.05 eV. When it is modelled with only the B exciton, the peak at 2.05 eV is present, but there is no Rabi splitting from the absent A exciton.

**Figure 5.5:** (a) Scattering and (b) absorption spectra for an 85 nm long bipyramid with aspect ratio 2.3 on MoS$_2$ on an SiO$_2$/Si substrate. The MoS$_2$ is modelled with the refractive index from Jung et al.[67] (black), with only the A exciton (red) and with only the B exciton (blue).

The simulated scattering spectra are also shown to have slightly broader peaks. This is also due to the refractive index used for the simulation being slightly different to the experiment. When the refractive index is altered to have a higher amplitude for the excitonic peaks, the simulated peaks in the scattering spectrum narrow.

Scattering spectra were measured for a few hundred bipyramids of different lengths and aspect ratios. The scattering spectrum of each particle was correlated with its SEM image, revealing its size and shape. The bipyramids measured were then split into four different size categories, of lengths 60-75 nm, 76-85 nm, 86-95 nm, and 96-115 nm. Bipyramids from each size category were measured from different substrates to ensure any differences found were due to the differently sized bipyramids instead of a difference between the MoS$_2$ flakes between different samples. Bipyramids with a wide variety of aspect ratios were also used
within each category, giving a range of plasmon energies for each size of bipyramid used.

The energy of the two new polaritons were plotted against the energy of the original uncoupled plasmon for each bipyramid measured. Separate plots were made for each size category, as shown in figure 5.6. The energy of the PL peak varied by about 0.02 eV for different MoS$_2$ flakes measured on different samples. To account for this when comparing the energies of the plasmons and polaritons, everything was plotted in terms of detuning from the energy of the A exciton of MoS$_2$. Clear anticrossing behaviour, characteristic of Rabi splitting, is visible in each plot. This shows the energy of the two new polariton peaks splitting above and below the energy of the original, uncoupled plasmon and exciton.

**Figure 5.6:** Anti-crossing plots for single Au bipyramids coupled to MoS$_2$ showing the energies of the two polaritons plotted against the energy of the original, uncoupled plasmon. The energy is plotted in terms of detuning from the energy of the A exciton of monolayer MoS$_2$. Plots for bipyramids in the length categories 60-75 nm, 76-85 nm, 86-95 nm, and 96-115 nm are shown in (a), (b), (c) and (d), respectively. The black horizontal and diagonal dashed lines show the energy of the A exciton in MoS$_2$ and plasmon energy of the bipyramids, respectively. The blue triangles show the energy of the upper polariton and the red triangles show the energy of the lower polariton. The dashed blue and red lines show the fit calculated from the coupled oscillator model from equation 5.1.

Rabi splitting can be modelled as an anti-crossing curve. This means that the resonance energy of the two new polaritons have higher and lower energy than that of the original...
The energy of the two new polaritons is given by

\[ \omega_{\pm} = \frac{\omega_{pl} + \omega_{ex}}{2} \pm \sqrt{\frac{1}{4} \left( \omega_{pl} - \omega_{ex} - i \left( \gamma_{pl} - \gamma_{ex} \right) \right)^2} \]  

(5.1)

where \( \omega_{pl} \) and \( \omega_{ex} \) give the plasmon and exciton energies, \( g \) gives the coupling strength and \( \gamma_{pl} \) and \( \gamma_{ex} \) give the plasmon and exciton dissipation rates, respectively.

By subtracting \( \omega_{-} \) from \( \omega_{+} \) in the case where the plasmon and exciton overlap in energy \( (\omega_{ex} = \omega_{pl}) \), it is clear to see that a higher coupling constant, \( g \) gives a stronger energy splitting of the two polaritons:

\[ \Omega = \omega_{+} - \omega_{-} = \sqrt{4g^2 - \frac{(\gamma_{pl} - \gamma_{ex})^2}{4}} \]  

(5.2)

The coupled oscillator model from equation 5.1 was used to fit the data from the dark field scattering measurements. This is shown by the dashed curved lines on the plots in figure 5.6 with the blue and red lines showing the fit of the upper and lower polaritons, respectively. The positions of the uncoupled exciton and plasmon are also indicated by the dashed horizontal and diagonal lines, respectively.

The energies of the upper and lower polaritons \( (\omega_{+} \) and \( \omega_{-}, \) respectively) were taken as the highest points in intensity in the center of the polariton peaks of the scattering spectra. The PL of the MoS\(_2\) gave the energy of the A exciton \( (\omega_{ex}) \). The energy of the uncoupled plasmon, \( \omega_{pl} \), was calculated as:

\[ \omega_{pl} = \omega_{+} + \omega_{-} - \omega_{ex} \]  

(5.3)

The plasmon dissipation rate \( (\gamma_{pl}) \) was measured as the full-width-half-maximum (FWHM) of the single particle scattering measurements on the SiO\(_2\)/Si substrate (figure 5.2). This was confirmed to be constant for all sizes of bipyramid by FDTD simulations, so \( \gamma_{pl} \) was taken as the average of all experimental spectra, as \( \approx 105 \) meV. The dissipation rate of the exciton \( (\gamma_{ex}) \) was taken by averaging the FWHM of the PL measurements of the MoS\(_2\) flakes. It was found to be \( \approx 50 \) meV.

Equation 5.1 was used to estimate the coupling constant, \( g \). This was done by finding a \( g \) such that the average difference in predicted and measured (from the experimental scattering spectra) polariton energies was minimised \( (< 2 \) meV) within the sample of bipyramids.

When calculating the energy of the polariton peaks from experimental methods, the results can vary depending on the method used[167]. This can lead to some inaccuracies with the experimental results. The FDTD simulations showed that the difference between the splitting in the scattering spectra and the splitting in the absorption spectra was \( 7 \pm 4\% \) of
the splitting in the scattering spectra. The scattering, therefore, shows a higher splitting than
the absorption. The coupling strength, $g$, calculated from the scattering spectra, can then be
estimated with a small margin of error of about $\approx 10\%$, according to the simulations.

The plots in figure 5.6 are put together in figure 5.7a. In this plot, it is shown that the
polariton energy separation increases for larger bipyramids. Figure 5.7b summarises these
results, showing that the coupling strength, $g$, and the Rabi splitting, $\Omega$, increases for larger
bipyramids. The Rabi splitting value is defined as the energy separation between the two
polaritons when there is zero detuning between the plasmon and exciton. It is calculated by
equation 5.2.

In figure 5.7b, the coupling strength is shown to increase from about 25 to 40 meV, and
the Rabi splitting strength is shown to increase from about 50 to 80 meV when the bipyramid
size changed from 70 to 100 nm. This effect is also visible in figure 5.4, where the splitting
is shown to be stronger for the larger bipyramids.

![Figure 5.7](image_url)

**Figure 5.7:** (a) Anti-crossing plot for single Au bipyramids coupled to MoS$_2$ showing the energies
of the two polaritons plotted against the energy of the original, uncoupled plasmon. The energy is
plotted in terms of detuning from the energy of the A exciton of monolayer MoS$_2$. Bipyramids in
different length categories are shown in different colours. The black horizontal and diagonal dashed
lines show the energy of the A exciton in MoS$_2$ and plasmon energy of the bipyramids, respectively.
(b) All experimental data compiled together to show the coupling strength and Rabi splitting of the
differently sized bipyramids coupled to the MoS$_2$.

Several reports indicate different criteria for the coupling strength to achieve Rabi split-
ting. These include $g > \gamma_{pl}, \gamma_{ex}$[102, 96], $g > \sqrt{\gamma_{pl}\gamma_{ex}}$[102] and $g > \frac{\gamma_{pl} + \gamma_{ex}}{2}$[52, 96, 108]. In
this work, $\Omega$ ranges from 50 to 80 meV, and $\gamma_{pl}$ and $\gamma_{ex}$ are 105 meV and 50 meV, respect-
ively. Therefore, only the bipyramids above 90 nm in length meet these requirements. This
is primarily due to the broad linewidth of the plasmon resonances.
Despite this, other evidence suggests that strong coupling is occurring for all bipyramid sizes investigated. The FWHM was measured across the two peaks in the scattering spectrum for bipyramids over a range of sizes coupled to the MoS$_2$. There was $\approx$ zero detuning between the plasmon and exciton energy for each of the FWHM measured. The average FWHM across both peaks was found to be $\approx 150$ meV. This is significantly larger than the FWHM across the single scattering peak found for bipyramids drop-cast directly onto the SiO$_2$/Si substrate, which was found to be $\approx 105$ meV. These results indicate that more than just an interference effect is taking place, with the two new polariton peaks being spaced further apart. This effect is visible in figure 5.3. The simulated absorption spectra also support that Rabi splitting is occurring (figure 5.4). It is therefore possible that $g$ is underestimated for the experimental measurements. Further work could be done to confirm this. Altering the slit width of the spectrometer used to measure the scattering light when measuring the FWHM of the PL and scattering spectrum of an uncoupled plasmon could give more accurate representations of the decay rates of the plasmon and exciton.

As the lengths of the bipyramids were increased, so did the overall metal volume. A longer length resulted in a necessary reduction in aspect ratio to keep the plasmon energy overlapping with the exciton energy. This further added to the effect of the metal volume increasing for larger bipyramids. Therefore, the coupling strength is seen to increase with the overall metal volume. These results are in contrast to previous studies which found that an increased metal volume reduced the coupling strength[66, 102]. This indicates that a different mechanism is occurring for Rabi splitting achieved with a bipyramid-shaped nanoparticle.

### 5.3 Electric Field Enhancement at the Tip of the Bipyramids

FDTD simulations were carried out to confirm the trend of larger bipyramids resulting in a larger coupling strength (figure 5.8a), with the bipyramid’s length being varied from 70 to 110 nm. For a clearer comparison, a lower aspect ratio was used for the larger bipyramids so that the plasmon energy directly overlapped with the exciton energy. The tip radius was kept constant at 7 nm for each simulation. The trend clearly showed a larger Rabi splitting strength for the larger bipyramids, in agreement with the experimental data. Similarly, the effect of the tip radius on the coupling strength was investigated with FDTD simulations (figure 5.8a). For these simulations, the bipyramid length was fixed at 80 nm, the tip radius was adjusted from 4 to 12 nm and the aspect ratio was adjusted to ensure the plasmon’s energy was overlapped with the exciton. These simulations clearly show that the Rabi splitting is
stronger for bipyramids with a lower tip radius.

**Figure 5.8:** (a) Scattering and (b) absorption spectra for bipyramids coupled to MoS$_2$ with lengths varied from 70 to 110 nm. The tip radii were kept constant at 7 nm. (c) Scattering and (d) absorption spectra for bipyramids coupled to MoS$_2$ with tip radii varied from 4 to 12 nm. The length was kept constant at 80 nm. In all simulations, the aspect ratio was adjusted to keep the plasmon’s energy overlapping with that of the exciton.

The FDTD simulations were examined further to investigate why the larger bipyramids were had a stronger coupling strength with the MoS$_2$. Electric field maps, plotted in V/m, are shown for an 85 nm bipyramid coupled to an MoS$_2$ monolayer (figure 5.9a and b). Figure 5.9a shows the electric field map through the bipyramid, perpendicular to the substrate. Figure 5.9b is positioned within the MoS$_2$ layer underneath the bipyramid and is perpendicular to figure 5.9a. The purple dashed line in figure 5.9a indicates the position of figure 5.9b and vice versa. Both maps show the electric field strength at the frequency of maximum electric field enhancement of an 85 nm bipyramid, of aspect ratio 2.3 and tip radius 7 nm, on a monolayer MoS$_2$ layer. The electric field enhancement is clearly confined at the tip of the bipyramid that is in contact with the MoS$_2$.

The maximum electric field strength at the tip of the bipyramid in contact with the MoS$_2$ for a variety of bipyramid sizes is shown in figure 5.9c. The maximum electric field strength (in V/m) was taken at the wavelength of the maximum field enhancement, which was at the energy of the A exciton of the MoS$_2$. The blue line shows the maximum electric field strength at the tips of the bipyramids simulated in figure 5.8a and b. In these bipyramids, the tip radius is kept constant, and the aspect ratio is altered to the plasmon is kept in tune with the exciton for all lengths considered. The overall trend is that the electric field strength
Figure 5.9: (a) and (b) show typical electric field strength maps in V/m, cutting through the bipyramid perpendicular to the surface and within the MoS$_2$ layer underneath the bipyramid, respectively. The purple dashed line in (c) shows the position of the perpendicular slice shown in (d) and vice versa. The white scale bars show 20 nm. (c) Plot of the maximum electric field strength (V/m) at the tip of different bipyramids with varying length between 70 and 110 nm. The blue plot corresponds to the bipyramids presented in figure 5.8a and b with the aspect ratio adjusted to keep the plasmon energy overlapping with the exciton. The red plot corresponds to bipyramids with a fixed aspect ratio and a fixed tip radius of 7 nm, as shown in figure 5.4. The green plot corresponds to bipyramids with a fixed tip radius to width ratio and aspect ratio. (d) Plot of the maximum electric field strength (V/m) at the tip of different bipyramids with varying tip radius between 1 and 12 nm. The blue plot corresponds to the bipyramids presented in figure 5.8c and d with the aspect ratio adjusted to keep the plasmon energy overlapping with the exciton. The red plot corresponds to bipyramids with a fixed aspect ratio and a fixed length of 80 nm.

Increases for longer bipyramids, mirroring the trend of increased Rabi splitting. There is an unexpected drop in electric field strength for the 90 nm bipyramid. This can be attributed to the decreased aspect ratio for the longer bipyramids required to keep the plasmon’s energy equal to the energy of the exciton. This caused a blunting effect on the tips and a lower electric field density.

Further simulations were carried out to reduce the blunting effect. The red line in figure 5.9c shows the maximum electric field strength for bipyramids with a constant aspect ratio of 2.3 and constant tip radii of 7 nm. The scattering and absorption spectra for these bipyramids are shown in figure 5.4. In this plot, there is no blunting effect for the larger
bipyramids because the aspect ratio is kept constant. Therefore, a much clearer trend is seen than was visible in the blue plot, with the electric field strength increasing for the larger bipyramids. The one exception to this is the shortest, 70 nm long, bipyramid. This is because the highest electric field strength for this bipyramid was at 636 nm, not overlapping with the exciton energy as is the case with the other bipyramids. This is because the plasmon is too detuned from the exciton to follow the trend of the other bipyramids.

Keeping the aspect ratio constant is not the only factor to consider when increasing the length of the bipyramids. In the red line in figure 5.9c, the tip radius was kept constant, meaning that the exact proportions of each bipyramid simulated were not identical. The tip radii were smaller in proportion to the bipyramid as a whole when it was made longer. Further simulations were carried out to investigate the impact of this on the electric field strength. The green line shows bipyramids of varying length with both the tip radii and the aspect ratio adjusted to keep the proportions of the shape constant. The proportions of an 85 nm bipyramid of aspect ratio 2.3 and tip radius 7 nm was chosen for these simulations. The green line shows a similar trend to the red line, with the electric field strength increasing for larger bipyramids. This shows that the increased Rabi splitting strength is due to the increased size of the bipyramid because the electric field strength is enhanced with the bipyramid size. Even when the tip radius in increased to keep the bipyramid shape proportions constant, the electric field strength increases, demonstrating the importance of metal volume on Rabi splitting strength. When the bipyramid reaches 110 nm in length, the electric field strength is shown to decrease again. This is attributed to the large increase in tip radius, reducing the electric field confinement. The electric field strength increases less rapidly for the green line than the red line for the same reason. The electric field enhancement is spread over a larger volume at the larger tip as its radius increases.

The importance of a low tip radius was investigated further with FDTD simulations. Figure 5.9d shows how the maximum electric field strength at the bipyramid tip at the wavelength of maximum enhancement changes for different tip radii. In the blue plot, the length of the bipyramids are fixed at 80 nm, and the aspect ratio is adjusted so the plasmon overlaps in energy with the exciton. A decrease in the electric field is observed for larger tips, as expected. The bipyramid with the 4 nm tip radius has a lower electric field strength than expected, attributed to the low aspect ratio required to blue-shift the plasmon to the correct energy, causing a blunting effect.

The red line in figure 5.9d shows the electric field strength at the tips of bipyramids with varying tip radii, with the length fixed at 80 nm and the aspect ration fixed at 2.3. The tip
radii were varied from 1 to 10 nm. The field decreased with a larger tip radius and got very large when the radius was reduced to unfeasibly small sizes. The field for the 6 nm tip radius was higher than expected. Upon further investigation, it was observed that this is the bipyramid with closest to zero detuning between its plasmon and the exciton. It therefore has the strongest interaction with the MoS$_2$, resulting in a slightly larger electric field strength.

### 5.4 The Effect of the Bipyramid Tilt on Rabi Splitting Strength

The above results clearly show that the electric field strength at the tips of the bipyramids increases as the bipyramid length increases, and as the bipyramid tip radius is reduced. This gives a good explanation as to why the Rabi splitting strength increases with an increasing metal volume in the bipyramid. However, it must be noted that there are other changes in the system when a larger bipyramid is used which also increase the Rabi splitting strength.

Figure 5.10 elucidates this. Part (a) shows three bipyramids of increasing lengths, and with decreasing aspect ratios to keep the plasmon energy constant. The angle of the tilt of the plasmon is increased from $\phi_1$ to $\phi_3$ as the aspect ratio is reduced. The bipyramid with the smallest aspect ratio and the largest tilt angle results in a larger overlap of the electric field with the MoS$_2$. This offers a further explanation of why the Rabi splitting is higher for larger bipyramids. The decreased aspect ratio required for larger bipyramids increases the tilt angle, tilting the plasmon resonance more directly towards the MoS$_2$.

![Figure 5.10](image)

**Figure 5.10:** (a) The effect on the tilt of the plasmon when a bipyramid’s aspect ratio is reduced. (b) The effect on the tilt of a plasmon when a bipyramid’s tip radii are increased.
Similarly, part (b) shows four bipyramids of the same length and aspect ratio, but with different tip radii. As the tip radii are increased, the plasmon tilt is reduced from $\phi_a$ to $\phi_d$. This reduces the overlap of the plasmon resonance and the exciton of the MoS$_2$. Therefore, a larger tip would result in a lower electric field strength, a lower confinement and an increased mode volume, severely reducing the Rabi splitting strength.

Further simulations were carried out to investigate how the tilt of the bipyramid influences the overlap of the electric field strength and the MoS$_2$. Figure 5.11a and b shows the average electric field strength in the CTAB and MoS$_2$ layer directly underneath each bipyramid. This was done for the same bipyramids as previously discussed from figures 5.9, with varying lengths and tip radii. The average electric field strength in the CTAB and MoS$_2$ increases with bipyramid length, especially when the bipyramid tip is sharp in comparison with the rest of the bipyramid dimensions. The average electric field strength underneath the bipyramids is also shown to increase for bipyramids with sharper tips, except for when they are tuned to overlap with the energy of the exciton. This is attributed to the larger modal volume. These results are consistent with the previous results of the maximum electric field strength value being increased for larger bipyramids and bipyramids with smaller tip radii.

These simulations were investigated further to check the ratio of the average electric field strength within the CTAB layer to the MoS$_2$ layer underneath. The results are shown in figure 5.11c and d. These are important results, as they show how the shape of the bipyramid influences the level of interaction between the plasmon and exciton. A larger ratio between the average electric field strength in the MoS$_2$ layer to the CTAB layer indicates a stronger interaction between the plasmon and exciton.

Figure 5.11c shows that the interaction with the MoS$_2$ layer is stronger for larger bipyramids. The one outlier is the 70 nm bipyramid with aspect ratio 2.3, not adjusted to overlap with the exciton energy. The plasmon of this bipyramid is particularly far from the exciton energy, as described above, which explains why it does not follow the same trends as the others. Figure 5.11d shows that a sharper tip results in a higher interaction between the bipyramid and the MoS$_2$, with the high electric field strength overlapping more closely with the MoS$_2$ for the bipyramids with the smaller tip radii.

These results confirm what was shown in figure 5.10. A lower aspect ratio, or tip radius that is sharper in relation to the rest of the bipyramid dimensions results in a stronger interaction with the MoS$_2$ layer. This is due to the natural bipyramid tilt towards the substrate, which is increased under these conditions.

Another interesting feature of the bipyramid as a nanoantenna is the mode volume,...
Figure 5.11: (a,b) The average electric field strength (V/m) in the CTAB and MoS$_2$ layers underneath bipyramids of varying lengths and tip radii, respectively. (c,d) The ratio of the average electric field strength within the MoS$_2$ layer to the average electric field strength within the CTAB layer underneath bipyramids of varying lengths and tip radii, respectively. The same bipyramids were investigated as in figure 5.9 for all plots.

shown in equation 2.15, the coupling strength increases as the mode volume decreases. Bipyramids have a strong electric field confinement at their tips, resulting in a low mode volume, even when the overall size of the bipyramid is increased. The mode volume primarily depends on the tip radius. The mode volume is defined as

$$V = \frac{\int \varepsilon E^2 \, dV}{\text{Max}(\varepsilon E^2)}$$

(5.4)

where $\varepsilon$ is the permittivity and $E$ is the electric field strength.

Simulations were carried out to find the mode volume for each of the bipyramids simulated in figure 5.9, with varying lengths and tip radii. Equation 5.4 was used, integrating only within the MoS$_2$ layer underneath the bipyramid as this was the area of interest. The results are shown in figure 5.12.

When the tip radius is increased to keep the proportions constant, as in the green line in figure 5.12a, or when the tip radii are increased, as in both lines in figure 5.12b, there is a clear trend of an increasing mode volume with increasing tip radii, as expected. This further clarifies the need for sharp tips to achieve strong coupling with the plasmons of bipyramids.
A sharper tip concentrates the electric field into a smaller volume, as well as directing the plasmon resonance more directly towards the substrate. A more direct overlap of the plasmon resonance and the exciton also reduces the mode volume as the electric field is directed at a less oblique angle towards the exciton (see figure 5.10).

There is very little change in the mode volume when the bipyramid length is changed, with the tip radius kept constant. This is especially true when the aspect ratio is kept constant (see red line, figure 5.12a). The outlier here is again the 70 nm bipyramid with its plasmon further away in energy to the exciton. The changes are slightly different when the aspect ratio is changed to keep the plasmon energetically overlapping with the exciton (blue line, figure 5.12a). A slight increase in mode volume when the bipyramid length is increased from 70 nm to 80 nm can be explained by the change in aspect ratio required to keep the plasmon energy constant for the longer bipyramids. The decreased aspect ratio can have a slightly rounding effect on the bipyramid tips, increasing the mode volume. Conversely, the decrease in aspect ratio also has the effect of tilting the plasmon towards the substrate (see figure 5.10). This has the effect of bringing the mode volume back down again, as can be seen as the length is increased from 100 to 110 nm.

These results show that the interaction between the plasmon and exciton can be controlled in many ways. Bipyramids are a particularly interesting shape to demonstrate this. The sharp tips can confine the electric field enhancement into very small volumes, even for much larger bipyramids, as the tip radius does not need to increase when the bipyramid length does. The Rabi splitting can be increased by keeping the tip radii as small as possible, and also by reducing the aspect ratio.
5.5 Conclusion

Bipyramids are a particularly interesting nanoparticle to study for the effect of Rabi splitting due to their unusual shape and natural tilt towards the substrate on which they are resting. The Rabi splitting strength between the longitudinal plasmon of a Au bipyramid and the A exciton of a monolayer of MoS$_2$ can be controlled by a bipyramid’s length, aspect ratio and tip radius. A bipyramid with increased metal volume has a stronger plasmon, resulting in a stronger electric field strength at its tips. Therefore, the interaction is stronger with the MoS$_2$, resulting in a higher Rabi splitting strength.

There are, however, many other factors which influence the Rabi splitting strength of a system with bipyramids. The electric field strength at a bipyramid’s tips is increased when the tip radii are reduced. Low tip radii also have the effect of reducing the overall mode volume of the resonance. Both effects increase the Rabi splitting strength. A bipyramid’s tips do not have to increase in radius when the overall metal volume increases because the size of the tip radius is dependent on a thermodynamic limit, not on the rest of the particle size. Therefore, there is no trade-off necessary between the metal volume and tip radius of a bipyramid. It is possible to have both a large bipyramid and a low tip radius, maximising the Rabi splitting strength.

The natural tilt of a bipyramid resting on top of a substrate gives it another advantage over other nanoparticle shapes such as spheres, rods or prisms. A bipyramid’s plasmonic resonance is directed towards the substrate on which it is resting. This greatly reduces the problem of a lack of alignment between the electric field and excitonic dipole moment that can affect Rabi splitting systems that utilise other nanoparticle types. This principle can also be used to control the degree of coupling with a bipyramid by altering the aspect ratio and tip radius. A low aspect ratio increases the angle of the tilt of the bipyramid towards the substrate. Similarly, a low tip radius increases the tilt angle. An increased tilt angle, tilting the plasmon resonance more directly towards the substrate, causes an increased Rabi splitting strength in both cases.

This investigation is the first demonstration of the increase of Rabi splitting strength with increased metal volume of a plasmonic nanoresonator, without increasing the number of excitons coupled into the system. Therefore, this investigation has revealed an entirely new mechanism by which the control of Rabi splitting strength can take place.
6 Photoluminescence Enhancement of Monolayer MoS$_2$ with a Silicon Disk Array

6.1 Introduction

Two-dimensional materials are widely investigated for many optical and electronic applications, including nanolasers[168], photodecectors[169] and nonlinear optic devices[170]. The low dimensionality of 2D materials make them easy to integrate with other device components. Their atomic thickness can also cause a problem for their use in photonic devices, due to the Beer-Lambert absorbance law:

$$A = \varepsilon cl$$  \hspace{1cm} (6.1)

where $A =$ absorbance, $\varepsilon =$ molar absorption, $c =$ concentration and $l =$ path length. This equation puts severe limits on the utility of 2D materials in photonic devices due to the low absorbance of thin materials. Therefore, photonic devices must be designed to increase the absorption of incident light into the small dimension of 2D materials to convert photon energy into other forms of energy.

Figure 6.1: A schematic of the system of a Si disk array on a SiO$_2$/Si substrate, topped with a monolayer of MoS$_2$.

In this chapter, both experiments and FDTD simulations are employed to demonstrate the increased absorption of light within a monolayer of MoS$_2$ when it is integrated with a Si disk array on a SiO$_2$/Si substrate. A schematic of this system is shown in figure 6.1. Further
simulations are carried out to demonstrate how this system can be optimised to increase the absorbance of the MoS$_2$ layer and the Si disk array. The FDTD simulations carried out in this chapter modelled MoS$_2$ with a thickness of 0.75 nm with the permittivity given by Li et al.[171].

### 6.2 Design and Fabrication of the Si Disk Array coupled to a monolayer of MoS$_2$

The Si disk array was fabricated using a Si-on-insulator wafer, with 45 nm Si on 150 nm SiO$_2$ on a Si substrate, commercially bought from Soitec. This was coated in A3 poly(methyl methacrylate) (PMMA) by spinning at 3000 rpm to use as a resist for patterning with electron beam lithography (EBL). Methyl isobutyl ketone–isopropyl alcohol (MIBK-IPA) at a ratio of 1:3 was used as a developer. Cr was deposited by e-beam evaporation using a Temescal, and hot Remover 1165 was used to lift-off. The patterned Cr was then used as a hard mask to transfer the pattern into the Si layer with inductively coupled plasma (ICP), etching through the top Si layer. The Cr mask was then removed with a commercial Cr etchant from Sigma Aldrich. The MoS$_2$ monolayer was grown using CVD and was transferred onto the Si disk substrate[125] as described in section 3.3.2.

The Si disk arrays were designed to have periodicity 500 nm in both the x and y directions. Several different arrays were fabricated with Si diameters varying from 300 to 320 nm. The heights of the Si disks were 45 nm and the thickness of the SiO$_2$ layer was 140 nm. An SEM image of the MoS$_2$ layer on top of the Si disks is shown in figure 6.2a. A closer image is shown in figure 6.2b, showing more clearly the uniformity of the Si disks investigated.

![Figure 6.2: SEM images of the Si disk array topped with a monolayer of MoS$_2$.](image)

---

3The fabrication of the Si disk array was carried out by Jing Li.

4The growth and transfer of the MoS$_2$ flakes was carried out by Lisanne Peters and Niall McEvoy.
Raman spectroscopy was performed on the MoS$_2$ flakes both on and off of the arrays to ensure that the flakes were all monolayer. This measurement also confirmed that the strain on the flakes from the Si disks underneath did not significantly distort the vibration modes of the MoS$_2$, ensuring that the quality of the flakes was kept high for all measurements undertaken. The distance between the $E_{2g}^1$ and $A_{1g}$ peaks in /cm units was mapped out for flakes both on the Si disk array and for flakes directly on the SiO$_2$/Si substrate. For bilayer MoS$_2$, the separation between the two peaks is $> 22\, cm^{-1}$[172]. The separation between the peaks is $19.2\, cm^{-1}$ for the flakes on top of the Si disk array and $18.2\, cm^{-1}$ for the flakes directly on the SiO$_2$/Si substrate. This clearly indicates that both maps show a flake of monolayer MoS$_2$. The small difference between the flakes on and off the Si disk arrays show that the Si disks have a small impact on the MoS$_2$ flakes, but do not introduce any significant strain or significantly influence the doping level. The small differences in the distances between the peaks are expected, as they are highly dependent on the material of the substrate the MoS$_2$ monolayer is placed on[173].

Figure 6.3: Raman maps of an MoS$_2$ flake (a) on a Si disk array and (b) directly on the SiO$_2$/Si substrate. The maps show the distance between the $E_{2g}^1$ and $A_{1g}$ peaks in cm$^{-1}$ units. White scale bars show 4µm.

6.3 Photoluminescence Enhancement

The absorption of a quantum dot, or in this case, a TMDC monolayer, can be probed by measuring the photoluminescence intensity, because the fluorescence is proportional to the absorption of the laser light. The PL intensity of the MoS$_2$ flakes both on and off the arrays was measured by using lasers at two different wavelengths, 405 nm and 532 nm. The Si disks were shown to enhance the PL intensity for both wavelengths of laser, but by different amounts. The PL spectra for 320 nm Si disks are shown in figure 6.4 The results were
averaged over 40 different spectra taken over the MoS$_2$ flakes on the arrays with 320 nm Si disks.

![Figure 6.4: PL spectra of MoS$_2$ flakes on and off of the Si disk arrays. The spectra were taken using a (a) 405 nm and a (b) 532 nm laser.](image)

The Si disk arrays are shown to increase the PL intensity using both lasers. The PL enhancement of the MoS$_2$ in the presence of the Si disks obtained with the 405 nm laser is 5.0 ± 1.8 and for the 532 nm laser it is 2.1 ± 0.7. The laser frequency dependence strongly indicates that the presence of the Si disks underneath the MoS$_2$ layer is having a strong influence on the absorption of the MoS$_2$. This is because the emission of the PL is the same regardless of the pump energy of the laser used, so if the PL intensity is different for different pump laser energies, the absorbance must be altered. PL spectra were taken on MoS$_2$ flakes on the arrays with differently sized disks. For each different size of disk, the average of 40 measurements was taken. The results of the enhancement are shown in figure 6.5a. As can be seen, there was no change in the PL spectra over the Si disk diameter range investigated.

There is a slight difference in the shape of the PL spectra obtained with the two different laser frequencies, as seen in figure 6.4. The peak corresponding to the B exciton is much stronger in the spectrum in figure 6.4b, obtained with the 532 nm laser, appearing as a shoulder to the right of the main peak of the A exciton. This is attributed to a different laser power of both lasers used. The 405 nm laser was used at a power of $\approx 0.2$ mW, while the 532 nm laser was used at a power of $\approx 0.8$ mW. For the MoS$_2$ on the disks in figure 6.4b, the B exciton emission does not seem to increase in intensity as the A exciton emission does for the MoS$_2$ on the Si disks. This indicates that the B exciton has become saturated with the higher absorption of light due to the presence of the Si disks. The B exciton is not visible at all in the 405 nm case, as shown in figure 6.4a, indicating that more light is being absorbed
by the 405 nm laser than the 532 nm laser. Further investigation was carried out to confirm the dependence of the MoS$_2$ spectrum wavelength of maximum intensity on the laser power used. The results are shown in figure 6.5b.

![Figure 6.5: (b) Positions of the maximum intensity in the PL spectra taken from the MoS$_2$ on the Si disk arrays for different laser powers for both the 405 nm and the 532 nm lasers.](image)

For both lasers used, the position of the maximum intensity is shown to red-shift slightly as the laser power was increased. This effect was also demonstrated by Kaplan et al.[174]. This shows that the A exciton becomes more dominant over the B exciton in absorbing the incoming light for an increased laser power. The 405 nm laser is shown to give a more red-shifted PL spectrum compared to the 532 nm laser for the same laser power. This indicates that the absorption is higher for the 405 nm laser than the 532 nm laser.

It is evident from the above results that the Si disks are driving an increased absorption in the MoS$_2$ monolayer. However, the PL measurements alone cannot predict the exact level of absorption within the MoS$_2$ layer. This is because the Si disks can also have an influence over the emission from the system by altering the quantum efficiency within the MoS$_2$ layer[175]. The absorbance of the entire system can be measured experimentally as

$$A = 1 - R - T$$  \hspace{1cm} (6.2)

where $A$ is the absorbance, $R$ is the reflectance and $T$ is the transmittance. The transmittance in this system is 0, because of the thickness of the Si substrate used. Therefore, the total absorbance, including the absorbance within the Si substrate, can be calculated from the reflectance as $A = 1 - R$.

A small portion of light is also scattered. The scattering spectra were calculated for all systems investigated in this chapter using FDTD simulations, and it was found that the scattered light consisted of $\approx 1.4\%$ of all incident light for each system across the wavelength.
range considered. Due to this very small proportion, the scattered light is neglected for the rest of this chapter.

Figure 6.6 shows the experimentally measured reflectance as well as the reflectance calculated by FDTD simulations. There is good agreement between the two spectra. When the MoS$_2$ layer was added, the point of lowest reflectance red-shifted by 8 nm in both the experimentally measured and simulated spectra for the system with 300 nm disks. It also shifted by 18 nm and 11 nm for the experimental and simulated spectra with the 320 nm disks. It is also interesting to note that the disks with larger diameters have a slightly blue-shifted minimum, corresponding to the point of the system’s highest absorbance. The minimum of the system with 300 nm disks with an MoS$_2$ layer on top red-shifts by 27 nm and 20 nm for the experimental measurements and simulations, respectively when the diameters are increased to 320 nm.

![Figure 6.6](image)

**Figure 6.6:** (a) Experimental and (b) simulated results for the total reflectance for a the system with 300 nm disks. (c) Experimental and (d) simulated total reflectance for the same system with 320 nm disks.

While this can be used to experimentally measure the absorbance of the entire system, including the substrate, another method must be employed to measure the absorbance of the
separate elements within the system. From the reflectance spectra in figure 6.6, it is not possible to determine if the absorbance is high because of the interaction of the MoS$_2$ layer and Si disks with the incoming light, or simply because the thick Si substrate absorbs most of the non-reflected light. FDTD simulations were employed to find the absorbance of the different components in the hybrid MoS$_2$ and Si disk system.

The absorbed power per unit volume can be calculated by taking the divergence of the Poynting vector as follows

$$P_{abs} = \frac{1}{2} Re(\nabla \cdot \vec{P}) = \frac{1}{2} Re(i\omega \vec{E} \cdot \vec{D}) = \frac{1}{2} \omega \varepsilon_0 Im(\varepsilon)|E|^2$$  \hspace{1cm} (6.3)

$P_{abs}$ is the absorbance, $\vec{P}$ is the Poynting vector, $\omega$ is the angular frequency of the light, $\vec{E}$ is the electric field vector, $\vec{D}$ is the displacement field vector, $Im(\varepsilon)$ is the imaginary part of the permittivity within the volume being examined and $|E|$ is the electric field amplitude. The divergence of the Poynting vector is changed to a form where it is more stable for FDTD simulations, and less sensitive to numerical problems. Therefore, the absorption over the volume of the structure considered is given by

$$P_{abs} = \frac{1}{2} c \varepsilon_0 k_0 \int \int \int_V Im(\varepsilon(r))|E(r)|^2 dV$$  \hspace{1cm} (6.4)

where $k_0$ is the free-space wave-vector. The absorbance, $\alpha$, is the ratio of the absorbed power, $P_{abs}$, to the incident power, $P_{inc}$[176, 177, 178].

$$\alpha = \frac{P_{abs}}{P_{inc}} = \frac{k_0}{S_0|E_0|^2} \int \int \int_V Im(\varepsilon(r))|E(r)|^2 dV$$  \hspace{1cm} (6.5)

where $S_0$ is the exposed surface area, $|E_0|$ is the electric field amplitude of the incident light and $P_{inc} = \frac{1}{2} c \varepsilon_0 S_0|E_0|^2$.

This model can be used to calculate the absorbance of both the MoS$_2$ layer and the Si disks individually. FDTD simulations are used to calculate $|E(r)|^2$ within both the MoS$_2$ layer and the Si disks. The simulation is carried out with periodic boundary conditions over the unit cell of area 500 $\times$ 500 nm, $S_0$. To measure the absorbance within the MoS$_2$ layer, $V$ is taken as $S_0 \times t$, where $t$ is the thickness of the MoS$_2$ layer. To measure the absorbance of the Si disks, $V$ is taken as $\pi \times R_{disk}^2 \times h_{disk}$, where $R_{disk}$ is the disk radius (160 nm), and $h_{disk}$ is the height of the disks (45 nm).

The absorbance within the MoS$_2$ layer and within the disks was calculated for the whole system with a Si disk array of height 45 nm, diameter 320 nm and periodicity 500 nm in both directions, on 140 nm SiO$_2$ on Si, topped with a monolayer of MoS$_2$. The absorbance was also calculated for the MoS$_2$ layer on the same substrate but without the Si disks, and for the Si disks on the same substrate but without the MoS$_2$ monolayer.
The absorbance within the MoS$_2$ layer is shown in figure 6.7a, for the case of the MoS$_2$ layer sitting directly on top of the SiO$_2$/Si substrate without any Si disks, and for the case of the MoS$_2$ layer sitting on top of the Si disk array on top of the SiO$_2$/Si substrate. It is evident that the presence of the Si disks has a large effect on the absorbance of the MoS$_2$ layer. To investigate this, the absorbance within the Si disks was also calculated as shown in figure 6.7b. This plot shows the absorbance of the Si disks on the SiO$_2$/Si substrate both with and without the layer of the MoS$_2$ on top.

For the case with the Si disks without the MoS$_2$ layer, in the range of 400 to 450 nm, about 30% of the incident light is absorbed by the Si disks. This large absorbance is mirrored in the MoS$_2$ layer when the Si disks are present underneath, increasing the absorbance from $\approx 4\%$ to $\approx 16\%$. This shows that an increased absorbance in the Si disks can help increase the absorbance in the thin MoS$_2$ layer, especially where the negative permittivity is high. Similarly, the high absorbance in the Si disks, up to $\approx 10\%$, in the range of 500 to 550 nm has an influence on the MoS$_2$ layer, increasing its absorbance too. Interestingly, the lower absorbance in the disks in the range 550 to 650 nm of about 2% also has an influence on the MoS$_2$ absorbance, reducing it compared with the case of no Si disks underneath. The presence of the MoS$_2$ layer is also shown to have an influence on the absorbance of the Si disks. The absorbance in the range 400 to 450 nm is significantly reduced due to the high absorbance of the MoS$_2$ layer over those wavelengths. The other wavelengths of increased absorbance are slightly red-shifted when the MoS$_2$ layer is added.

The electric field strength in the Si disks serves to influence the electric field strength
within the MoS$_2$ layer, altering its absorbance. This is demonstrated most clearly in equation 6.4, showing how a high electric field strength increases the absorbance within the material. This can explain why the PL enhancement due to the presence of the Si disks is different for the two different laser frequencies used. The absorbance in the MoS$_2$ layer at 405 nm is increased a lot more than the absorbance at 532 nm. The absorption enhancement within the MoS$_2$ layer can be calculated by the ratio of the absorbance of the MoS$_2$ layer on the Si disk array to the absorbance of the MoS$_2$ layer directly on the SiO$_2$/Si substrate. This is shown in figure 6.8.

![Figure 6.8: Ratio of the absorbance of the MoS$_2$ layer on top of the Si disk array on the SiO$_2$/Si substrate to the absorbance of the MoS$_2$ layer directly on top of the SiO$_2$/Si substrate. The pump wavelengths are marked with a purple (405 nm) and a green (532 nm) dashed line.](image)

The absorption enhancement at the wavelengths of both lasers used to experimentally measure the PL are 6.5 and 1.7 for the 405 nm and the 532 nm lasers, respectively. The positions of the laser pump wavelengths are marked by the purple (405 nm) and green (532 nm) dashed lines. However, to gain a more complete understanding of the experimentally measured PL enhancement the modification of the emission at the wavelength of the PL must also be considered. The full equation to account for the PL enhancement is given by\cite{179}

$$\eta = \frac{\alpha(\lambda_{\text{pump}})}{\alpha^0(\lambda_{\text{pump}})} \frac{q(\lambda_{\text{em}})}{q^0(\lambda_{\text{em}})}$$

(6.6)

where $\alpha$ is the absorbance of the MoS$_2$ layer with the Si disks, $\alpha^0$ is the absorbance of the MoS$_2$ layer without the Si disks, $\lambda_{\text{pump}}$ is the wavelength of the laser used to take the PL measurement, $q$ is the quantum efficiency in the MoS$_2$ layer with the Si disks, $q^0$ is the quantum efficiency in the MoS$_2$ layer without the Si disks and $\lambda_{\text{em}}$ is the wavelength of the peak emission of the PL spectrum.
The quantum efficiency is less than 1 because the excitonic relaxation rate ($\gamma$) is split into two types, the radiative ($\gamma_r$) and the non-radiative ($\gamma_{nr}$) rates. In the presence of a nanoantenna, an additional non-radiative decay rate ($\gamma_{loss}$) must also be considered. This accounts for the photons absorbed into the nanoantenna. Therefore, the quantum efficiency of a system is given by

$$q = \frac{\gamma_r}{\gamma_r + \gamma_{nr} + \gamma_{loss}}$$  \hspace{1cm} (6.7)

The decay rates, $\gamma_r$, $\gamma_{nr}$ and $\gamma_{loss}$ cannot be calculated by FDTD simulations, but the quantum yield can still be found by using an electric dipole source in the simulation. The ratio of the decay rate of the emitter with a nanoantenna to the decay rate without a nanoantenna is the same as the ratio of the power emitted by the electric dipole with a nanoantenna to the power emitted without a nanoantenna, $\frac{\gamma_r}{\gamma_{nr}} = \frac{P_r}{P_{nr}}$ and $\frac{\gamma_{nr}}{\gamma_{nr}} = \frac{P_{nr}}{P_{nr}}$.

The radiative rate of an electric dipole in free space is defined as $\Gamma_0 = \frac{P_0}{\bar{\hbar} \omega}$, where $P_0$ is the total power emitted by the dipole in all directions. The optical properties of a dipole are modified in the presence of the Si disks, so the Purcell factor is calculated as

$$g_P = \frac{\Gamma_r}{\Gamma_0} = \frac{P_r}{P_0} = \sum_{box} T_i$$  \hspace{1cm} (6.8)

where $T_i$ is the calculated transmission through each face of a monitor box around the entire system with the electric dipole. The modified radiative emission rate in the presence of the Si disks is then calculated as

$$\gamma_r = \gamma_r^0 \int_{400}^{1000} g_P f_0(\lambda) d\lambda$$  \hspace{1cm} (6.9)

where $\gamma_r^0$ is the radiative emission rate of MoS$_2$ surrounded by vacuum[180], $\lambda$ is wavelength and $f_0(\lambda) = \frac{PL(\lambda)}{\int_{400}^{1000} PL(\lambda) d\lambda}$ is an integral normalised PL spectrum, where $\int_{400}^{1000} f_0(\lambda) d\lambda = 1$. $PL(\lambda)$ is taken from the experimentally measured PL spectra as seen in figure 6.4. The shape is slightly different, as discussed previously for the two different lasers used, so the quantum efficiency calculations were carried out separately for both laser powers used.

Similarly, the modified non-radiative emission rate can be calculated as

$$\gamma_{loss} = \gamma_r^0 \int_{400}^{1000} g_{Loss} f_0(\lambda) d\lambda$$  \hspace{1cm} (6.10)

where $g_{Loss}$ is the total power absorbed by the system. It can be calculated by using the same power box around the system as for $g_P$, and another power box around the dipole only. It can then be calculated by

$$g_{Loss} = \frac{P_{Loss}}{P_0} = \frac{P_{dip} - P_r}{P_0}$$  \hspace{1cm} (6.11)
where $P_{\text{Loss}}$ is the total power absorbed by the system and $P_{\text{dip}}$ is the total power emitted by the dipole in the system. Therefore, the modified decay time of the emission of the MoS$_2$ in the presence of the Si disks can be written as

$$\tau_{\text{PL}} = \frac{1}{\gamma_r + \gamma_{\text{Loss}} + \gamma_{\text{nr}}}$$

(6.12)

with the non-radiative decay rate ($\gamma_{\text{nr}}$)[180] unchanged by the presence of the Si disks. The quantum yield can then be calculated as $q = \tau_{\text{PL}} \gamma_r$, as in equation 6.7.

The detection rate is also taken into account when determining the PL. Only the photons emitted upwards are detected with an optical microscope, so instead of using the Purcell factor, $g_p$, to calculate the quantum yield of detected photons, $\gamma_{\text{det}}$ is calculated by only considering the power transmission through the top monitor in the power box around the whole system. Therefore, $g_{\text{det}} = \gamma_r \frac{P_{\text{det}}}{P_0}$, with $P_{\text{det}}$ being the total power transmitted through the top panel of the monitor box around the entire system. The total quantum efficiency can then be calculated as[175]

$$q = \tau_{\text{PL}} g_{\text{det}} f(\lambda)$$

(6.13)

These calculations were carried out for electric dipoles positioned in nine different locations within the unit cell, as shown in figure 6.9a, above the Si disks where the MoS$_2$ layer is positioned. Only the two orientations parallel to the substrate were considered, mimicking the dipole moment of the A exciton in monolayer MoS$_2$[181]. The quantum efficiency was averaged over the results found for the dipoles positioned at the nine different places. Only one orientation was calculated for the dipole situated in the center of the Si disk and in the center of four disks (in the corner of the unit cell) due to the xy symmetry of the Si array. The total quantum efficiency for the MoS$_2$ over the whole disk was approximated by averaging all of the results from the 16 different dipoles with contributions proportional to the areas corresponding to each dipole position as shown in figure 6.9b. The quantum efficiency of a dipole positioned directly on top of the SiO$_2$/Si substrate was also calculated. Therefore, the PL enhancement due to the presence of the Si disks was calculated with equation 6.6.

The quantum efficiency was quenched in the MoS$_2$ positioned over the Si disks, but enhanced for the dipoles positioned between the disks in the array compared to the MoS$_2$ placed directly on the SiO$_2$/Si substrate. This is shown in figures 6.9c and d, showing the emission enhancement for the shape of the PL spectrum obtained with the 405 nm laser and the 532 nm laser, respectively. The emission enhancement was slightly different for the two different shapes of PL spectra. For the spectrum obtained with the 405 nm and 532 nm lasers, the ratio, $\frac{q(\lambda_{\text{em}})}{q(\lambda_{\text{em}})}$, was found to be 1.06 and 1.22, respectively.
Figure 6.9: (a) Positions within the unit cell (in terms of distance from the center of an Si disk) where the dipoles were placed to calculate the average emission enhancement. (b) Colour-coded areas where the emission enhancement for each dipole was calculated. The white ring shows the position of the Si disk. (c,d) Emission enhancement calculated with the shape of the PL spectrum from the 405 nm laser and the 532 nm lasers, respectively. The enhancement is shown for dipoles positioned at each colour-coded area in figures (a) and (b) with two different orientations.

The absorption enhancement (figure 6.8) was multiplied by the quantum efficiency quenching factor calculated for both of the PL spectrum shapes for the two different lasers used. This showed the total PL enhancement, $\eta$, as shown in equation 6.6. The results are shown in figure 6.10, with the experimental results also marked in on the graphs. For the 405 nm laser, the simulations predicted a PL enhancement of 6.9, while the experiments showed a PL enhancement of $5.0 \pm 1.8$. For the 532 nm laser, the simulations predicted a PL enhancement of 2.1, while the experiments showed a PL enhancement of $2.1 \pm 0.7$. This demonstrates a close agreement between the experiments and the simulations.

A few factors could be contributing to the slight discrepancy between the simulated and experimental results. The experimental disks were not as perfectly circular as could be modelled with numerical simulations. Further, the refractive index used for the monolayer MoS$_2$ was slightly different than the MoS$_2$ used for the experiments due to small discrepancies in the literature[67, 171]. The numerical simulations could also be increased in accuracy by
Figure 6.10: Simulated numerical calculations of the PL enhancement of the MoS$_2$ layer with a 320 nm Si disk array with a height of 45 nm and a periodicity of 500 nm. Results are shown for the laser wavelengths of (a) 405 nm and (b) 532 nm. Experimental results are marked by the blue error bars.

performing more simulations with dipoles positioned at a larger number of points across the unit cell.

6.4 Optimisation for a Perfectly Absorbing System

The presence of the Si disks underneath the MoS$_2$ modifies the absorption of the MoS$_2$, but the absorption still remains low, reaching a high of 17.7% at 441 nm, and only 7.5% at the peak close to the A exciton at 658 nm (figure 6.7). Further simulations were carried out to investigate how this could be optimised. Figure 6.11 shows how the absorbance, reflectance and transmittance can be modified by the substrate that the Si disks and MoS$_2$ layer are sitting on 320 nm Si disks with a 45 nm height and a 500 nm xy periodicity with a monolayer of MoS$_2$ on top were inspected with three different substrates. The system was investigated suspended in air, with a substrate of 140 nm SiO$_2$ on Si and with a substrate of 140 nm SiO$_2$ on Au.

Schematics of each of these systems are shown in figure 6.11, with spectra of the reflectance, absorbance and transmittance underneath. No light is transmitted all the way through a Si or Au substrate, so the overall transmittance is zero for those systems. However, with the aim of investigating the absorption within the MoS$_2$ layer and Si disks only, the transmittance is taken as the transmittance through just the MoS$_2$ layer and the Si disks in the plots shown. Similarly, only the light absorbed by the Si disks and MoS$_2$ layer is considered for the absorbance. By comparing figures 6.11a and b, it is clear that the presence of the SiO$_2$/Si substrate reduces the absorbance. It is not experimentally realisable to design...
a system with Si disks suspended in air, but the Si in the substrate can be replaced with another material. Au was chosen as an efficient back-reflector, enabling the photons reflected from its surface to be absorbed by the hybrid Si disk and MoS$_2$ system. As can be seen in figure 6.11c, the absorbance in the MoS$_2$ and Si disks at 680 nm is 74%, slightly red-shifted from the peak of 40% absorbance at 669 nm for the system with no substrate beneath the Si disks. The lowest absorbance is shown for the Si disks on an SiO$_2$/Si substrate, where the maximum absorbance shown is 13% at 668 nm. The spectra in figure 6.11c also show an increased reflectance and a reduced transmittance of light through to the Au substrate. This indicates that the Au layer works by reflecting the originally transmitted photons back to be absorbed. At 680 nm, the reflectance reaches 0%, indicating that all of the incoming light is either absorbed by the MoS$_2$ and Si disk hybrid system or by the Au layer underneath. This design is therefore an example of a perfectly absorbing system.

The plots beneath the reflectance, absorbance and transmittance plots in figure 6.11 show the absorption of the Si disks and the MoS$_2$ layer separately. The plots below these show what the absorption would be in the MoS$_2$ layer without the Si disks present, and what the absorption in the Si disks would be without the MoS$_2$ layer present. For each substrate, when the MoS$_2$ monolayer is added on top of the Si disks, the absorption in the Si disks reduces with the maximum peak red-shifting slightly. This is due to the MoS$_2$ layer absorbing some of the light that the Si disks would have absorbed if the MoS$_2$ layer were not present. It is evident that the MoS$_2$ layer is absorbing light at the same wavelength as the Si disks underneath due to the very different absorption spectra of the MoS$_2$ layer when the Si disks are added to the system. The two peaks of high absorption in the MoS$_2$ corresponding to the high imaginary permittivity (610 nm and 650 nm) are quenched in the presence of the Si disks. A new peak corresponding to the peak of maximum absorption in the Si disks is greatly enhanced. By optimising the resonances of the Si disks, it is therefore possible to control what wavelength of light the MoS$_2$ layer will primarily absorb.

Further simulations were carried out to test if the absorption within the monolayer of MoS$_2$ could be increased if the point of maximum absorption within the Si disks was tuned to more closely overlap with the high imaginary permittivity of the MoS$_2$ layer. As was shown in figure 6.6, reducing the diameters of the Si disks blue-shifts the resonances. The same simulations were carried out to show the reflectance, absorbance and transmittance as well as the absorption within the MoS$_2$ layer and Si disks, but with a Si disk diameter of 300 nm and a SiO$_2$ layer thickness of 100 nm to increase the overall absorption.$^5$ The results are

$^5$The optimisation for this system was carried out by Xia Zhang.
Figure 6.11: Reflectance, absorbance and transmittance for a MoS$_2$ monolayer on a Si disk array of diameter 320 nm, height 45 nm and xy periodicity of 500 nm. The spectra are of this system (a) in air, (b) on 140 nm SiO$_2$ on a Si substrate and (c) on 140 nm SiO$_2$ on a Au substrate. A schematic of each system is shown at the top. Below, spectra are shown of the reflectance from the whole system, the absorbance within the MoS$_2$ layer and the Si disks only and the transmittance through the MoS$_2$ layer and Si disks only. The second line of spectra show the absorbance within the MoS$_2$ layer and the Si disks for each system. The final line of spectra show what the absorbance in the MoS$_2$ layer would be without the Si disks present and what the absorbance in the Si disks would be without the MoS$_2$ layer present.

With the smaller Si disk diameters and the thinner SiO$_2$ thickness, the maximum absorbance of the hybrid system blue-shifts to 646 nm, with 46% absorbance for the system suspended in air, 18% absorbance on the SiO$_2$/Si substrate and 81% absorbance on the
Figure 6.12: Reflectance, absorbance and transmittance for a MoS$_2$ monolayer on a Si disk array of diameter 300 nm, height 45 nm and xy periodicity of 500 nm. The spectra are of this system (a) in air, (b) on 100 nm SiO$_2$ on a Si substrate and (c) on 100 nm SiO$_2$ on a Au substrate. A schematic of each system is shown at the top. Below, spectra are shown of the reflectance from the whole system, the absorbance within the MoS$_2$ layer and the Si disks only and the transmittance through the MoS$_2$ layer and Si disks only. The second line of spectra show the absorbance within the MoS$_2$ layer and the Si disks for each system. The final line of spectra show what the absorbance in the MoS$_2$ layer would be without the Si disks present and what the absorbance in the Si disks would be without the MoS$_2$ layer present.

SiO$_2$/Au substrate. This is increased from the previous system shown in figure 6.11. The spectra showing the absorption of the MoS$_2$ layer without the Si disks and the absorption of the Si disks without the MoS$_2$ layer show a large overlap. This overlap drives the increased absorption of the MoS$_2$ layer when the disks are present. The MoS$_2$ monolayer absorbs more
light than the Si disks for the system on all three substrates. The MoS\textsubscript{2} layer alone absorbs 30\%, 13\% and 53\% of light at 647 nm. This is a huge enhancement from the absorbance of MoS\textsubscript{2} at this wavelength when it is suspended in air (6\%), demonstrating the high control possible with modifications of the metasurface underneath.

Figure 6.13: Maps showing the electric field strength within the system with the MoS\textsubscript{2} layer and 300 nm Si disks (a) in air, (b) on a 100 nm SiO\textsubscript{2} on Si substrate and (c) on a 100 nm SiO\textsubscript{2} on Au substrate. The top maps show the electric field strength through the Si disks, MoS\textsubscript{2} layer and substrate. The lower maps show the electric field strength within the MoS\textsubscript{2} layer. Each map shows one unit cell, with the $x \times z$ area for the top maps being 500 nm $\times$ 200 nm and the $x \times y$ area for the bottom maps being 500 nm $\times$ 500 nm.

Electric field maps at the wavelength of highest absorbance (646 nm) of the three systems in figure 6.12 are shown in figure 6.13. The maps show the cross-section of one unit cell perpendicularly through the Si disk and substrate and also through the MoS\textsubscript{2} layer above. The maximum electric field strength within the MoS\textsubscript{2} layer is 5.89 V/m for the Si disks suspended in air, 2.68 V/m for the SiO\textsubscript{2}/Si substrate and 5.35 V/m for the SiO\textsubscript{2}/Au substrate. The maximum electric field strength within the Si disks is 4.23 V/m for the system suspended in air, 3.63 V/m for the SiO\textsubscript{2}/Si substrate and 6.85 V/m for the SiO\textsubscript{2}/Au substrate. A higher electric field strength corresponds to a higher absorbed power from the incident light, as described in equation 6.4. This trend matches the absorbance of the system, with the structure on the Au substrate absorbing the most light, followed by the structure suspended in air, with the structure on the Si substrate absorbing the least. The total absorption is higher in the MoS\textsubscript{2} layer, despite its lower volume and lower electric field strength, due to the higher imaginary permittivity.

The highest absorbance within the MoS\textsubscript{2} layer was realised by utilising a Au mirror to
back-reflect transmitted light back towards the MoS$_2$-Si disk hybrid system. However, a Au substrate would be very expensive and impractical to make experimentally. Further simulations were carried out, utilising a thin Au layer between a SiO$_2$ layer and a Si substrate instead. The thickness of the Au layer was varied between 0 and 100 nm. This is demonstrated in figure 6.14.

**Figure 6.14:** FDTD absorption calculations for a system with a MoS$_2$ monolayer on 300 nm Si disks and 100 nm SiO$_2$ on Au of varying thickness on a Si substrate. (a) and (b) show the absorption within the MoS$_2$ layer and the Si disks, respectively. (c) The absorption within the MoS$_2$ layer and the Si disks at the wavelength of maximum absorption for Au thicknesses varied from 0 to 100 nm.

It was found that a Au layer of thickness 70 nm on top of a Si substrate results in an absorbance of 51% in the MoS$_2$ and an absorbance of 78% within the hybrid MoS$_2$ layer and Si disks together at the wavelength 647 nm. This absorption is $> 95\%$ of the light absorbed when the entire substrate is Au, showing it to be an efficient and cost-effective alternative for the fabrication of this device. When the Au layer is increased to 100 nm, the absorbance, transmittance and reflectance behave in the same way as they do for an entire Au substrate.

### 6.5 Conclusion

Si disk arrays can be used as an effective metasurface to modify the optical properties of 2D materials. This was demonstrated both experimentally and numerically by investigating the effect of the PL intensity of a monolayer of MoS$_2$ with and without a Si disk array underneath. The PL was modified by a change in both the absorption and emission. The absorption was shown to be enhanced and quenched at different excitation wavelengths in the presence of the Si disk arrays, while the quantum efficiency was shown to be quenched slightly, reducing the emission of the PL.

Further simulations were carried out to optimise the absorption in the system, especially
within the MoS$_2$ layer. It was found that the disk diameters could be modified to tune the resonance to overlap with the high imaginary permittivity in the MoS$_2$ layer, corresponding to the excitons. This resulted in a largely increased absorption in the MoS$_2$ layer at the resonance wavelength.

The materials in the substrates on which the Si disks were positioned were also investigated and optimised. It was found that using Au as a back-reflector under a layer of SiO$_2$ was the most efficient method of using the substrate to maximise the absorption within the MoS$_2$ layer. An absorbance of 53% within the MoS$_2$ layer was demonstrated by utilising a Si disk array on top of a SiO$_2$/Au substrate.
The truth is rarely pure and never simple.

Oscar Wilde

7 Conclusions

Three separate nanophotonic devices were investigated and studied in this thesis. In each device, the spectral response of a nanoparticle was modulated by coupling it to a two-dimensional material. Each system was investigated both experimentally and with numerical simulations. The wavelengths studied for each structure were primarily in the visible region.

In chapter 4, a system with a 150 nm Au sphere on a 100 nm Au film with an intermediate monolayer of graphene was explored. The Au sphere coupled with the Au film, creating three plasmonic modes, the dipolar, quadrupolar and octupolar modes. These modes were modulated by immersing the system in nitric acid. The nitric acid modified the system by doping the graphene layer. It also had the effect of removing residual CTAB and PMMA between the Au sphere and film, reducing the gap size. Both modifications in the gap region drive strong spectral shifts, primarily in the dipolar mode. The doping of the graphene has the effect of blue-shifting the plasmon modes, while the reduction of the gap size has the effect of red-shifting the plasmon modes. When the doping of the graphene is brought to 1.1 eV, the dipolar mode is shown to split into two new modes. This is attributed to the coupling of the gap plasmon and the charge transfer plasmon. The spectral response due to the doping of the graphene is demonstrated to be more pronounced when the gap between the Au sphere and film is reduced. This is because a smaller gap size increases the electric field strength confinement. Understanding the origin of the observed peaks and how to control them is essential for the development of photonic devices. The findings in this work show the fundamental behaviour of the plasmonic modes in a nanoparticle-on-mirror structure and give strong direction on how they can be manipulated and controlled within other systems.

Similarly to chapter 4, chapter 5 demonstrates a system where the structure of a Au nanoparticle is designed to maximise the overlap of the region of the highest electric field strength with a 2D material. Instead of confining the light between a nanoparticle and film, the nanoparticle shape is designed to direct the light towards the 2D material underneath. A bipyramid structure is used for this because only one of its ten sides is in contact with the substrate on which it is drop-cast. This enables the plasmon to be tilted directly towards the
substrate. The structure investigated is a single Au bipyramid on a monolayer of MoS\(_2\) on a SiO\(_2\)/Si substrate. Rabi splitting was achieved between the longitudinal plasmon of the Au bipyramids and the A exciton of the MoS\(_2\). It was demonstrated that larger bipyramids couple more strongly with the MoS\(_2\). This is because larger bipyramids have a higher electric field enhancement at their tips. It is also because a lower aspect ratio between the bipyramid lengths and widths was used for the larger bipyramids to keep the energy of the plasmon the same as the energy of the A exciton, which has the effect of tilting the plasmon resonance more directly towards the MoS\(_2\) layer. Sharper tips also increase the coupling strength by causing a higher electric field strength and a stronger tilt towards the substrate. This chapter shows the first demonstration of a higher Rabi splitting strength being achieved with a higher metal volume of nanoparticle, without increasing the number of excitons being coupled into the system. Therefore, it is demonstrated that the bipyramid structure is particularly useful for Rabi splitting applications and for the design of other photonic devices. The bipyramid’s field confinement at the tips could also be beneficial in other types of structures, for example by coupling to up-converting nanoparticles.

Chapter 6 also investigates the coupling of nanoparticles with MoS\(_2\). The weak coupling effect is observed between a Si disk array on a SiO\(_2\)/Si substrate with a monolayer of MoS\(_2\) on top. Photoluminescence enhancement is demonstrated on the MoS\(_2\) layer when the Si disks are present for both a 405 nm and a 532 nm laser. This enhancement was shown to be primarily due to the increased absorption of the light at the pump frequencies. The system was further investigated to show how the absorption within the atomically thin MoS\(_2\) layer can be enhanced by replacing the Si in the substrate with Au to act as a back-reflector. At 648 nm, the system is shown to be a perfect absorber, with no reflection. The MoS\(_2\) and Si disk hybrid structure is shown to absorb 81% of the light, with the Au underneath absorbing the rest. 53% of the light was absorbed by the MoS\(_2\) layer only. This is a huge absorption enhancement from the absorption of just 6% in the atomically thin MoS\(_2\) layer suspended in air. This work demonstrates the tuning of the metasurface modes to overlap with the energy of the excitons of monolayer MoS\(_2\). Therefore, it is possible to tune the modes of the metasurface to achieve high absorption at different photon energies by coupling with other materials. For example, the metasurface modes could be tuned to overlap with the A exciton of WS\(_2\), which has an energy of 2.05 eV\[66\]. Enhancing the absorption of light into nanophotonic devices is of integral importance for many applications, particularly for optoelectronics and solar cells.

In conclusion, this thesis has investigated three coupled nanosystems. It has been demon-
strated that the plasmon energy within a nanoparticle can be modulated and controlled with a 2D material. It has also been shown how a metasurface can greatly increase the amount of light being absorbed by a 2D material. The work in this thesis has many applications, including molecular sensing, SERS and energy harvesting.

7.1 Outlook

The results presented in this thesis show a broad range of systems with nanoparticles coupled to 2D materials. They can be explored further in a few different ways. It is possible to tune the spectral response of a plasmonic structure coupled to graphene post-fabrication by inducing a gate voltage to modify the doping level. The system in chapter 4 could be further investigated to show this, with top electrolyte gating with an ionic liquid placed over the nanostructures[149, 182]. This dynamic system would allow the control of the plasmon energies with a varying gate voltage, without modifying the gap size between the Au nanosphere and film. This could improve the system by giving more reproducible control over the spectral features. It would also be interesting for sensing applications, as the range of wavelengths covered by the spectral features post fabrication would be increased.

The system demonstrated in chapter 5 could also be modified into a dynamic system by electrical gating. A similar system with a Ag prism on a WS$_2$ monolayer was modified electrically, where the plasmon was shown to couple more strongly to a lower-energy trion when the gate voltage was increased[66]. The Rabi splitting between the Au bipyramid and the MoS$_2$ monolayer could also be modified in a similar manner.

Further investigations to increase the light absorption within a MoS$_2$ monolayer could be undertaken. More work could be carried out to modify the Si disk structure so the electric field strength enhancement overlaps more directly with the MoS$_2$. A stronger overlap between the high electric field and the MoS$_2$ serves to increase the absorption, according to equation 6.4.

While there are many potential avenues to take by further investigating the structures in these three systems, there are still a myriad of other structures that are still yet to be explored. One such system is to couple bipyramids to quantum dots instead of MoS$_2$. 2-photon-polymerisation can be used to selectively polymerise a photosensitive formulation at the tips of the bipyramids, at the position of the highest electric field enhancement. By adding quantum dots to the polymerisable solution, the quantum dots may be selectively positioned at the bipyramid tips. This system takes advantage of the bipyramid structure’s high
field enhancement and confinement at the tips, and also the relative strength of the longitudinal plasmon compared with the transverse plasmon. The electron oscillation is primarily along the longitudinal direction, which negates the necessity of polarising the light along the desired axis of polymerisation, which is necessary for other shapes of nanoparticles[24]. This potential use for a bipyramid shape in a different nanostructure demonstrates that the findings within this thesis can be used and modified to fit into a range of other potential structures and devices.
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