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Summary

Depression affects over 5% of the global population, yet treatments for depression are only effective in 30-50% of people. Changing the status quo requires an improved understanding of how depression manifests in real life. This thesis tackled methodological shortcomings in the literature to take the field beyond cross-sectional studies in order to develop new technology-based ways to gather rich and repeated data within individuals. We assessed language use patterns from social media and collected self-reported emotions through a series of ecological momentary assessment (EMA) studies. These methods were used to test predictions of depression as a complex and dynamic system allowing us to probe key aspects of network theory, language use, and co-morbidity. Language use on Twitter was shown to be only weakly predictive of depression and not suitable for individual predictions. By modelling mental health as a network, emotion network connectivity - based on EMA data – was found to be primarily related to fluctuations in depression, rather than simply severity. Finally, we used longitudinal time-series data from Twitter as a proxy for EMA to measure longer term changes in network connectivity. Networks constructed from depression-relevant language were found to be more connected during depressive episodes. The studies presented in this thesis, therefore, evaluated depression as a complex system and provide new ways of understanding how depression manifests and changes over time.

Chapter 2 sought to determine if people with depression use language differently on social media and if machine learning over these linguistic features could be used to accurately predict depression severity. Additionally, we tested how specific those predictions would be to depression, compared to other mental health conditions. The results showed that several aspects of language were correlated with depression severity, but machine learning models trained on language used on Twitter was only weakly predictive of depression. Furthermore, machine learning models were not specific to depression. When the depressed model was applied to 8 other mental health disorders, it was found to have similarly weak, but non-zero, predictive performance for most. We illustrate how circular methods for
defining depression (such as from tweet content itself) can lead to overly optimistic accuracy estimates. These results provide evidence that depressed people use language differently on social media, but the size of these effects is such that it cannot be used to make accurate predictions regarding an individual’s mental health.

Chapter 3 used ecological momentary assessment (EMA) to estimate personalised emotion networks for 3 large independent community samples (Paid Students, Citizen Scientists, HowNutsAreTheDutch) and a smaller clinical one. Network theory posits that more tightly connected networks are related to increased depression severity. We tested this, in addition to a novel prediction that increased connectivity makes people vulnerable to changes in depression over time. Personalised networks were estimated using vector autoregressive models based on all possible combinations of 5-node networks. In line with predictions of network theory, mean contemporaneous network connectivity was positively associated with depression among Citizen Scientists, HowNutsAreTheDutch, but not Paid Students. In contrast, in all 3 datasets we found connectivity to be related to how changeable depression was over 8 weeks. When controlling for this week-to-week variation in depression, the association between connectivity and severity became non-significant in all samples. These findings demonstrate that elevated network connectivity leads to larger fluctuations in mental health symptoms, not necessarily more severity. This provides a mechanism by which to understand how people’s depression varies naturally over time, transitioning into and out of depressive episodes.

Chapter 4 combined the methods used in chapters 2 and 3 to assess whether network connectivity increases during a depressive episode. Preliminary evidence suggests network connectivity increases prior to onset of an episode, i.e., a state transition. These results are based on small samples (n = 1) and are not conducted over a long enough time period to encompass the natural onset of depression. As shown in chapter 2, language features are associated with depression severity. Based on this, we used daily language features from Twitter posts, over the past year, as a proxy for EMA. Network connectivity was found to increase significantly within vs. outside a depressive episode. These results were not specific to any particular combination of nodes, instead generalising to a wide
variety of networks. This study demonstrated the usefulness of social media as a proxy for EMA to evaluate otherwise challenging predictions of network theory.
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Chapter 1: General Introduction

Depression is one of the leading causes of disability globally (Vos et al., 2020), affecting approximately 5% of the world’s population at any given time. Among mental health and substance abuse disorders, depression alone accounts for 40.5% of disability-adjusted life years, significantly more than the second, anxiety (14.6%), and third, illicit drug use (10.9%), largest sources (Whiteford et al., 2013). According to the DSM-V, major depressive disorder is characterised by low mood and/or loss of interest and pleasure in activities for at least 2 weeks. A diagnosis also requires that patients report at least 5 of 9 additional symptoms including: change in weight or appetite, insomnia or hypersomnia, psychomotor agitation or retardation, guilt or worthlessness, difficulty concentrating or indecisiveness, or suicidal ideation. The burden due to depression rises sharply during childhood, peaks in adolescence and early adulthood (Hankin et al., 1998; McLaughlin & King, 2015), and then gradually declines throughout midlife (Sutin et al., 2013). When considering the lifetime prevalence, the probability of experiencing an episode of major depression rises to 16.8% (Kessler et al., 2012). In 2018 in the U.S. alone, the economic burden of depression was estimated at $326.2 billion, which is an increase of 37.9% over the cost in 2010, despite the proportion of people receiving treatment remaining relatively stable (Greenberg et al., 2021). Roughly 61% of this cost is incurred in the workplace, i.e., from missed days and reduced productivity, while 35% is attributable to direct costs, i.e., inpatient, outpatient, and pharmaceutical costs. In primary care settings, patients with depression used substantially more healthcare services than patients without depression (Pearson et al., 1999). Identifying means to reduce depression’s substantial burden would deliver considerable social and individual benefits.
Despite this, the development of novel mental health treatments has stagnated over the past several decades. Research into antidepressants has not produced a new pharmacological agent since the 1980s. While the core principles of cognitive behavioural therapy, developed by Aaron Beck in the 1960s, remain largely unchanged. One explanation for the lack of progress and innovation in this space is the challenge in designing and implementing one-size-fits-all treatments. There exists tremendous individual variation in how people experience the world and how those experiences affect their mental health. Some people become depressed easily, after a minor stressor, while others can seemingly bounce back from highly traumatic events (Alim et al., 2008; Collishaw et al., 2007; Wingo et al., 2010). These sort of adverse childhood experiences (ACEs) are a well-established risk factor for mental health disorders, but only explain only a small proportion of overall variance (Kendler et al., 1998, 1999), much like polygenic risk, or brain imaging markers (Winter et al., 2022). More ACEs lead to a 1.14x greater risk of developing a mental health condition later in life, yet this translated into poor predictive accuracy (AUC of 0.58) (Baldwin et al., 2021). The emerging picture in mental health science is that individuals with depression are exceptionally complex, they not only arrive at a diagnosis in unique ways, but actually experience depression in unique ways too (Eiko I Fried & Randolph M Nesse, 2015a). Among patients seeking treatment for depression in the STAR*D study, there were 1,030 unique depression symptom profiles. Even the most common profile occurred in less than 2% of people, while fully 85% of total symptom profiles were endorsed by 5 or fewer patients. This complexity makes depression challenging to understand and predict from studies with small sample sizes that measure a relatively small set of variables. To overcome these challenges, a data science revolution in mental health research is underway, aiming to leverage large samples and multivariate datasets to bring new interventions to clinical practice. It is thought that big data coupled with longitudinal monitoring can be used in the near future to personalise treatment and predict future changes in healthy people. This thesis aimed to progress this field through a series of studies that use new methods for tracking rich and complex mental health data through time and at scale. These include analyses of language use on social media and smartphone-based assessments. We applied these methods to answer important questions about how depression manifests in real life, including whether we predict an
individual’s mental health status from language on social media, how language changes during depressive episodes, and understanding how symptom dynamics and interactions can cause some individuals to experience more fluctuations in depression severity.

1.1 Risk Factors for Depression

A substantial body of evidence has identified demographic factors associated with an elevated risk of depression, including: age, gender, socioeconomic status, and marriage. Depression is roughly twice as prevalent in women compared to men (Kessler et al., 1993). Lower socioeconomic status is associated with an elevated risk of developing major depression (Lorant et al., 2003; Sareen et al., 2011; Wang et al., 2010). Weaker social ties, lower perceived support, and greater loneliness are all related to depression (George et al., 1989; J. Wang et al., 2018). While higher rates of education have a protective effect, particularly in young adults, against depression and anxiety (Bjelland et al., 2008). Older adults generally have a lower prevalence of depression than younger ones, although there is an uptick in depression rates during late-life (Kessler et al., 2010; Luppa et al., 2012; Sutin et al., 2013). Consequently, even relatively basic risk factors like age and gender provide a useful starting point for understanding what influences the incidence and future course of depression onset and severity.

Childhood adversity is another well-established risk factor for the development of major depression (Felitti et al., 1998; Kessler et al., 1997; Kessler & Magee, 1993). Exposure to adverse childhood experiences is relatively common in the population, with prevalence rates of 52.1% (Felitti et al., 1998) to 63.6% (Dube et al., 2001) for experiencing any type of abuse. Adverse events are thought to cause depression by lowering the threshold for transitioning between health and mental illness, by making people less resilient. Individuals with more adverse experiences in childhood were more likely to become depressed when exposed to lower stress levels than those with fewer adverse experiences (Hammen et al., 2000). Evidence suggests that there is a dose-response relationship between the
number of childhood adverse events and probability of developing depression (Afifi et al., 2008; Chapman et al., 2004; Merrick et al., 2017). The relationship between adverse events and depression is then moderated by psychological resilience. Individuals with lower resilience experience more depression symptoms than more resilient people with the same number of adverse events (Poole et al., 2017). Adverse childhood experiences not only increase the likelihood of depression but make it more treatment resistant (Tunnard et al., 2014). These effects are, of course, not limited to childhood. Stressful life events later in life, e.g., financial problems, also contribute to the onset of major depression (Kendler et al., 1999).

Despite known risk factors and a defined set of symptoms, diagnosing depression is not straightforward. General practitioners are responsible for treating the majority of mental illness cases (Coyne et al., 2002; Olfson et al., 2002; Regier et al., 1978), but have a poor track record; only correctly diagnosing depression in 30% of patients (Ani et al., 2008). When physicians considered functional impairment together with depression symptoms, the rate of correct diagnosis rose marginally to 37%. Many have suggested that by using these risk factors, it may be possible to implement routine digital screenings for depression in primary care. To achieve this, we need to develop reliable, accurate, and valid models that can be easily administered in the clinic.

1.2 Treatments for Depression

Once a person is diagnosed with depression, they will typically receive psychotherapy, e.g., cognitive behavioural therapy, or a pharmaceutical drug, e.g., selective serotonin reuptake inhibitors (SSRIs), or some combination thereof. Antidepressants are most effective in patients with severe depression, and are no different from placebos for mild to moderate depression (Fournier et al., 2010). Despite an increase in antidepressant usage, first line antidepressants lead to remission in only 30-50% of patients (Rush, Trivedi, et al., 2006). Furthermore, a substantial proportion of patients, up to 30%, do not respond to any treatment (Al-Harbi, 2012; Fava, 2003). Side effects caused by antidepressants are a primary reason as to why patients prematurely discontinue treatment (Anderson & Tomenson, 1995; DEWAN & Anand, 1999; MacGillivray et al., 2003). Because of
this, treatment-seeking patients report a strong preference for psychotherapy over antidepressants, by a margin of 3 to 1, with women and young people expressing the greatest preference (McHugh et al., 2013). Even with this preference, the proportion of people receiving psychotherapy has declined over time with an increasing number receiving only medication (Marcus & Olfson, 2010; Olfson & Marcus, 2009; Olfson et al., 2002). While pharmacological and therapy-based solutions are the primary evidence-based treatments for depression, behavioural health interventions, in particular physical exercise, also significantly improve mental health for mild to moderate depression (Chekroud et al., 2018; Craft & Landers, 1998; Dunn et al., 2005).

If a person can access and complete treatment, that does not mean they are free of depression, since it is rarely ‘cured’. One year after treatment, 40% of people will have a recurrence of depression. The subsequent risk of re-occurrence then increases with each additional depressive episode (Burcusa & Iacono, 2007; Solomon et al., 2000). Patients with residual symptoms after treatment are at a higher risk of relapse compared to patients without any residual symptoms (Paykel et al., 1995). Delaying treatment exacerbates these issues and results in lower remission rates (Bukh et al., 2013), more severe depression symptoms (Hung et al., 2017), more frequent relapses (Altamura et al., 2007), and a longer overall course of depression (Altamura et al., 2007). There’s been relatively little research on the potential for targeting depression interventions prior to depression onset, due to difficulties in predicting the occurrence of depressive episodes. But enhanced care after treatment, beyond basic management, has been shown to improve mental health outcomes. Identifying which patients are at risk is crucial for treatments to be effective. Among healthy adolescent students, providing mindfulness training during the COVID-19 pandemic did not significantly change mental health outcomes at any point (Dunning et al., 2022). Patients who received a relapse intervention treatment, with active monitoring of depression symptoms, benefited by experiencing two additional depression free weeks over the subsequent year (Simon et al., 2002). While patients in primary care who received a relapse prevention programme experienced both significantly fewer depression symptoms (Katon et al., 2001) and increased remission rates (Rost et al., 2002).
Despite a high prevalence in the community and high cost to healthcare systems, depression is frequently either not treated at all or inadequately treated. Of people with depression, only 33% received some form of mental health care in high-income countries (Moitra et al., 2022). However, as previously mentioned, even evidence-based treatments are not effective for everyone. Because of this, and limited resources due to the cost and difficulty of providing treatment, it is important to personalise treatment allocation to the people most likely to benefit. Depression treatment personalisation should be only one part of a data-driven pipeline for improving mental health outcomes. By monitoring patients’ relapse risk after treatment cessation, depressive episodes could be identified before they ever occur. At which point prophylactic interventions could be delivered just in time to mitigate the episode’s occurrence or severity. A key challenge we face is that all of these efforts to personalise depression care and management require large amounts of within-individual data for both the development of these models and their implementation in routine care.

1.3 A Novel Source of Data: Social Media

Achieving the sample sizes and rich datasets required to make data science happen for mental health is difficult using traditional methods. Studies with large samples take years to recruit, often at enormous expense, and still can only monitor participants sporadically. We need to develop novel approaches to data gathering that are less burdensome for patients, richer, and more widely available. Many research groups are doing just that, investigating wearable devices (Jacobson & Chung, 2020; Pratap et al., 2019), electronic medical records (Coley et al., 2021; Nemesure et al., 2021), and other passive means of data gathering to dramatically scale up our access to data (Torous et al., 2016; Vaidyam et al., 2019). In this thesis, we examined another promising approach that focuses on the repurposing of enormous existing open datasets with millions of users – that is, social media data. Social media has exploded in use over the past 20 years; in 2021, 72% of Americans used at least one social site up from only 5% in 2005 (Auxier & Anderson, 2021). Although most popular among young adults, over time the percentage of all adults on social media has risen. Amidst this changing communication landscape, people now widely share and convey their personal
thoughts, images, and videos through a variety of platforms. Every post offers a potential reflection of a person's internal mental health and thought processes. Through sites like Facebook and Twitter, users post and archive records of their thoughts and feelings over time. By extracting posts from millions of users, social media can leverage large samples and longitudinal data to test hypotheses that are otherwise difficult or impossible using traditional lab-based methods.

Although social media provides several potentially useful variables, e.g., the time of day that people post, their social contacts, interaction frequencies, features of the images they post, and more (Chancellor & De Choudhury, 2020), perhaps the richest and most informative information comes from the language that people use. Accumulated evidence across a variety of data sources has found that both individual and population-level traits can be predicted using digital traces of language. Language used on Facebook and Twitter can predict age and gender to a high degree of accuracy, Pearson correlation of 0.83 for age and 91% accuracy for gender (Sap et al., 2014). Personality traits that comprise the unique behaviours, actions, and thoughts that make people individuals are also linked to particular patterns of language. The Big Five personality traits, i.e., agreeableness, extraversion, neuroticism, conscientiousness, and openness, are associated with distinct patterns of language features (Kern et al., 2014; Schwartz et al., 2013).

Besides personality, sensitive and stable individual traits such as political orientation, sexual orientation, and drug use are also predicted by Facebook language (Kosinski et al., 2013). Along with making individual-level predictions, social media can monitor macroscale changes in health at the population-level. One novel application of this is a hedonometer which uses a stream of real-time English-language Tweets to provide a continually updated picture of global happiness (Dodds et al., 2011). Furthermore, language not only relates to mental health but physical health as well. Within the U.S., language used on Twitter can predict the incidence of heart disease mortality at the county level (Eichstaedt et al., 2015). These studies demonstrate that language on social media can passively monitor a variety of health and psychological well-being metrics.

Recent research has established it may also prove useful for monitoring mental health, because of well-established systematic differences in language use across psychiatry, akin to a digital footprint. For example, several studies have shown that
people with depression use significantly more 1st person singular pronouns when writing and speaking. University students who were currently depressed used significantly more 1st person singular pronouns, e.g., “I”, “me”, “my”, than students without depression when asked to write about their thoughts and feelings regarding college (Rude et al., 2004). First person singular pronouns are also predictive of future depression severity, even after controlling for baseline depression (Zimmermann et al., 2017). A meta-analysis found that 1st person singular pronouns have a consistent, albeit relatively small ($r = 0.13$), positive association with depression (Edwards & Holtzman, 2017). Elevated use of 1st person singular pronouns is thought to reflect greater self-focus and rumination, which depression causes through changes in cognitive processes. First person pronoun usage is not only a downstream effect of altered cognitive processing, but may actively play a causal role in influencing how individuals process external stimuli. Kross et al. (2014), studied the effect of first-person pronoun use on negative affect and threat appraisal (Kross et al., 2014). In the first part of the study, prior to giving a speech, participants were asked to prepare themselves by reflecting on their thoughts and feelings using either as many first-person or non-first-person pronouns (person's own name) as possible. People in the first-person group had a significant increase in negative affect after the speech compared to those in the non-first-person group, which buffered against any changes in negative affect. As an extension of the first study, participants were asked to assess their anticipatory anxiety and threat prior to giving a speech. Participants randomised to the non-first-person group experienced less challenge and anticipatory threat in response to their speech than the first-person group. Flexibility in writing style, especially frequency of particles and pronouns, is associated with fewer medical visits among people asked to write about their emotional thoughts and sentiments (Campbell & Pennebaker, 2003). These results demonstrate that language does not just passively reflect a person's current mental health status.

Language differences in people with depression are not restricted to elevated use of first-person singular pronouns. Within English-language mental health forums, individuals in depression relevant forums express significantly more absolute words, e.g., certain, always, than those in general interest groups (Al-Mosaiwi &
Johnstone, 2018). While the topics, i.e., words that co-occur together, most associated with future depressive status were hostility, depressed mood, somatic complaints, and hopelessness (Eichstaedt et al., 2018; Schwartz et al., 2014). Perhaps unsurprisingly, individuals with depression also use more negative emotion words (Coppersmith et al., 2014; Coppersmith, Dredze, Harman, & Hollingshead, 2015) and express more distorted thinking (Bathina et al., 2021). Relative to healthy controls, people with depression exhibit more personalising (belief that others behave negatively due to one’s actions), emotional reasoning (thinking based on feelings rather than evidence to the contrary), and overgeneralizing (making broad negative conclusions). The association between depression and cognitive distortions held even after removing 1st person singular pronouns.

1.4 Language is a two-way street

While social media opens a window into an individual’s emotional well-being, communication on social media is never one-sided. Interactions with posts through comments, likes, and direct messages by friends, family, and strangers can have a profound positive, or negative, influence on our mental health. Self-disclosure of an illness is the first step towards receiving help and signifies an openness towards receiving support. Approximately 40% of Facebook users sought out health-related support on the platform, demonstrating that social media is not only a viable forum for identifying, but also receiving, support (Oh et al., 2013). People who asked for more health-related support also reported receiving greater social and tangible support from their Facebook friends. By removing inhibition, building trust and providing emotional release, self-disclosure produces a range of benefits to mental and physical health (Pennebaker, 1997). Reddit users provide high quality emotional, informational, prescriptive and instrumental feedback to users who self-disclose on mental health subreddits (De Choudhury & De, 2014). Posts with more content related to relationships, social aspects, and health and less inhibition were the most likely to receive support via comments. The benefits of self-disclosure extend to conditions beyond depression. People with schizophrenia had elevated linguistic complexity, topical coherence, and greater orientation
towards the future after, compared to before, they disclosed their diagnosis on Twitter (Ernala et al., 2017).

Another important way that language can affect, and not just measure, depression is in therapeutic settings. When therapists engage in cognitive behavioural therapy with their clients, their language has a significant effect on treatment outcomes. Therapeutic praise and planning for the future is associated with the largest improvement in treatment outcomes, while phrases related to risk assessment and therapeutic empathy are primarily related with worse outcomes (Ewbank et al., 2020). Monitoring therapist language and ensuring it adheres to evidence-based practices could potentially improve treatment outcomes, since approximately 8% of variance in treatment outcome can be attributed to the therapist (Kim et al., 2006; Lutz et al., 2007). Therapists tend to drift away from the core elements of psychotherapy as they apply their training in clinical practice, which often means that patients do not receive key interventions, e.g., therapists become hesitant to push for behavioural changes (Waller, 2009; Waller & Turner, 2016). As a consequence, experienced therapists can sometimes underperform newer ones (Shapiro & Shapiro, 1982).

To understand why some therapists, achieve better outcomes than others, it may be important to look at changes in language use during the therapeutic process. Therapist language does not remain static, but rather changes dynamically throughout a session, in response to their patients, and these patterns are stable across sessions within a therapist (Miner et al., 2022). Crisis-line counsellors have more successful conversations if they are more adaptable, react more to ambiguous messages, and respond more creatively (Althoff et al., 2016). Over the course of a conversation with a counsellor, people generally tend to talk less about the past and more about the present and future (Althoff et al., 2016). People who reported feeling better after the conservation, however, were less focused on the present and more on the future. They also used fewer 1st person singular pronouns than those who did not feel better at the end, reflecting a reduced self-focus. Given these observations, it is thought that monitoring language used dynamically during therapy, by patients and therapists, could improve psychotherapy delivery, adherence, and therefore overall efficacy. However, privacy concerns, patient confidentiality, and logistical challenges make it difficult
to acquire rich language datasets of this sort and test these novel ideas. Social
media can circumvent some of technical challenges by providing researchers and
therapists with access to rich timeseries of language data, at low burden to the
participant, drawing on data that they are comfortable sharing with others online.
There are many approaches to the analysis of such data, but perhaps none as
popular as machine learning.

1.5 Using Machine Learning to Identify Mental Health Problems

Consistent evidence over the past 10 years shows that mental health status can
be predicted from language on social media. In 2013, De Choudhury et al
accurately classified people with and without depression using language on
Twitter from one year prior to the reported onset (De Choudhury, Gamon, et al.,
2013). Prediction models trained on Facebook data were comparable in
performance to models trained on medical records (AUC of 0.69), and were able
to predict a depression diagnosis up to 3 months prior (Eichstaedt et al., 2018).
Similarly, in a study of Twitter users, the probability of being diagnosed with
depression steadily increased in the 3-month period prior to receiving a diagnosis
(Reece et al., 2017). Besides depression, social media language use can predict
other mental health conditions including: anxiety, schizophrenia (Birnbaum et al.,
2017; Ernala et al., 2017), suicide, eating disorders (Chancellor et al., 2016; De
Choudhury, 2015), and post-traumatic stress disorder (Benton et al., 2017;
Coppersmith, Dredze, Harman, Hollingshead, et al., 2015). Depression is the most
commonly studied mental health condition on social media, accounting for almost
one third of research studies (Chancellor & De Choudhury, 2020). Among these
studies, Twitter is the most popular platform for studying mental health. For
example, Twitter was used to assess the impact of antidepressant medication on
positive and negative affect, cognition, and provide insights into which individuals,
based on language use patterns, may benefits most from particular types of
antidepressants, i.e., SSRIs vs Tricyclics (Saha et al., 2019). These results show
that social media can model mental health status at scale and therefore hold great
promise to address hypotheses that are challenging with traditional lab-based
recruitment strategies.
Although language on social media can predict depression and other mental health conditions with a high degree of accuracy, few studies have investigated how specific these models are to depression versus other conditions. In mental health, comorbidity is the rule rather than the exception. Comorbidity estimates show that depression is highly correlated with panic disorder, agoraphobia, generalised anxiety disorder, post-traumatic stress disorder, obsessive-compulsive disorder, and seasonal affective disorder (Kessler et al., 2005). Having a mental health condition not only leads to poor health outcomes, but it exacerbates existing chronic illness. Having depression comorbid with a chronic illness results in worse overall health than only having either a chronic illness or depression (Moussavi et al., 2007). People with a mental health disorder and comorbid general health problem are 5.90 times more likely to die than the general population and live on average 11.35 years fewer than those without a diagnosis (Momen et al., 2022). This may be partially explained by lower medical treatment compliance in patients with depression (DiMatteo et al., 2000). A comparison of language across multiple mental health conditions found little specificity among individual text features (Coppersmith, Dredze, Harman, & Hollingshead, 2015). For example, 1st person singular pronouns were elevated in people with not only depression, but anxiety, eating disorders, and OCD. Some evidence for specificity comes from Gkotsis et al (2016), who found that mental health related subreddits have distinct language patterns with their own topic-specific vocabularies (Gkotsis et al., 2016). The problem here of course is that language used on a Reddit support forum for depression is necessarily different in content compared to another forum focused on schizophrenia, which creates circularities that can bias results. To put this another way, language used when talking about a specific topic may be quite different to language used daily life and this makes findings lack generalisability. Even in patients with co-morbidity, when engaging in a specific online support forum pertaining to one of their mental health problems, individuals are selectively choosing to speak about that aspect of their life experience. Language used by individuals within these forums is therefore not representative of their language in everyday life, but particular to one context.

Similar issues with establishing a ‘ground truth’ of depression were highlighted in a paper that compared Twitter and Facebook language model performance using
datasets trained on 4 types of mental health outcome measures for schizophrenia: (i) affiliation (i.e., followers of a schizophrenia related account on Twitter), (ii) self-disclosure of schizophrenia diagnosis (e.g., “I was diagnosed with Schizophrenia”), (iii) external validation of self-reported disclosure using clinical judgement, and (iv) patients with a confirmed diagnosis of schizophrenia – used to establish a ‘ground-truth’ state of mental health (Ernala et al., 2019). Machine learning classifiers trained on proxies of mental health (i.e., affiliation, self-report and appraised self-report) performed well on measures of internal validity but had poor external validity compared to the patient trained model. Notably the patient data trained model had similar performance when tested on unseen data as it did during cross-validation, with the largest discrepancy in model performance occurring between the affiliation and patient model. Even when compared to self-disclosure and clinically appraised self-disclosure models, this study found that measuring mental health through community affiliation is a particularly poor method of capturing a person’s ‘true’ mental health status. This is a problem for many large-scale studies that rely on readily (and publicly) available information to establish diagnosis and train models. An accumulation of evidence suggests that these proxy signals for mental health have poor construct validity and should be treated with caution.

But what is the alternative? Part of the reason research has relied on proxy signals of mental health is due to the difficulty in acquiring high quality alternatives. Typically, studies involve a trade-off between the sample size and the quality of these measures. Although self-report questionnaires are the gold-standard, they are difficult to administer to large sample sizes. As a result, studies that require large numbers of participants typically default to using a self-disclosure, community membership, or keywords to establish cases of mental illness.

Aside from the quality of ground-truth measures, another consideration for research of this sort is more existential in psychiatry. There is broad agreement that our current diagnostic system does not correspond to biological mechanism nor is it predictive of treatment response (Insel et al., 2010). Moving towards a neuroscience-based approach will shift the focus away from symptom presentations because people do not fit neatly into diagnostic categories. They present with symptoms that co-occur across several conditions and the expression of symptom severity appears more continuous than categorical (Haslam, 2003;
Markon et al., 2011). This presents a problem for the binary classification scheme that is frequently used in predictive models. To the former issue, classification models trained on case-control data cannot assess the specificity of language features to any one condition. For that, machine learning models need to be trained on one disorder and then have their predictive performance evaluated on multiple other conditions. An alternative way to achieve that, and move beyond binary classification more generally, is to shift focus towards gathering self-report data for several conditions for each person in a study. Chapter 2 of this thesis therefore adopted a self-report approach to estimate how accurate and specific language models are at predicting the severity of mental health conditions.

### 1.6 Emotion Are Not Static

The first sections of this introduction focused primarily on using summary measures of language to predict mental health status. While this has considerable practical advantages when we think about implementation in a clinical setting as part of a decision-tool, it fails to capture the fact that emotional states are not static, they ebb and flow and respond adaptively to changes in an individual’s environment. Downregulation and upregulation of emotions are crucial to reacting appropriately to changing environmental factors. Disruptions to emotional regulation can lead to maladaptive behaviours, poorer psychological well-being, and reduced flexibility (Houben et al., 2015; Kashdan & Rottenberg, 2010; van de Leemput et al., 2014; van Os et al., 2017). A range of emotion dynamics have been studied in the context of mental health, including emotional inertia, variability, and instability. Emotional inertia is the tendency for emotions to carry over from one time to another, which is operationalised as the autocorrelation of a particular emotion (Suls et al., 1998). Elevated emotional inertia has been linked to both current depression and as a prospective risk factor for its future development (Koval et al., 2012; Kuppens et al., 2012). A consequence of elevated emotional inertia is that when our mood worsens following a negative event, it can take longer to ‘recover’ back to baseline (Koval et al., 2015). Along with elevated emotional inertia, people with depression have more variance in their emotions. Koval et al., 2013 found that the variance (and autocorrelation) of negative affect
were significantly associated with depression in two independent studies, an EMA one and a separate film-clip task (Koval et al., 2013).

It may be surprising that both inertia and variance are associated with more protracted states of depression. This can be explained by the fact that instability (mean successive squared difference; MSSD), variability (standard deviation; SD), and emotional inertia (autocorrelation; AR) are not mathematically independent as shown by (Jahng et al., 2008). For example, associations between depression and emotional inertia do not survive controlling for greater variance in negative affect (which also correlates with depression severity). This result was subsequently replicated by Bos, de Jonge, and Cox 2019 (Bos et al., 2019). Both studies also found that the significant relationship between depression and negative affect variability disappeared after controlling for mean levels of negative affect. Whether dynamic emotional features add additional predictive value for predicting psychological well-being, borderline symptoms, life-satisfaction, and depression beyond mean levels of affect was investigated in a meta-analysis of 15 EMA studies (Dejonckheere et al., 2019). Controlling for mean affect dramatically reduced the effect size of the association between measures of emotional dynamics and depression. What these results show is that emotional dynamics do not appear to add significant explanatory power beyond mean levels.

Although this line of research on emotion and depression dynamics is an interesting framework for starting to think about the evolution and expression of symptoms in real life, one limitation is that it does not account for potential interactions among emotions. Studies have begun to highlight the importance of multivariate, dynamic models, with studies showing for example that an increasing correlation strength between positive and negative affect is related to future changes in depression severity in a between-participant analysis (van de Leemput et al., 2014). In the next section, I will cover this area in some depth as I outline the network theory of depression.

1.7 Network Theory of Mental Health Disorders

Mental health conditions have traditionally been modelled using a latent-cause framework. In a latent cause model, all symptoms of a condition are due to a
singular disease state (Figure 1.1A). For example, an infection of the influenza virus can lead to a fever, sore throat, and cough; treating the disease will eventually cause symptoms to disappear, while treating symptoms does not alter the underlying disease state. In many conditions related to physical health, this is a reasonable way to model the emergence and maintenance of symptoms. When applied to mental health conditions, however, several of the common cause model’s primary assumptions begin to breakdown. Early-stage cancer is an example in which a person has a disease without the presence of any symptoms. Yet depression, along with other mental health conditions, is diagnosed exclusively by the presence of symptoms. While a latent cause model assumes that symptoms are completely independent of each other, and have no causal role in the activation of other symptoms, we know that this is not true in the case of depression. Depressive symptoms influence each other over time, e.g., having a low mood can lead to feeling more tired (Borsboom & Cramer, 2013). Individual depression symptoms also have different effects on psychosocial functioning, e.g., home management, which demonstrates the importance of considering individual symptoms above and beyond information provided by a summed scores (Fried & Nesse, 2014; Eiko I Fried & Randolph M Nesse, 2015b).

Recent work on a network theory of depression posits that depression emerges due to causal interactions among symptoms. Positive feedback loops between symptoms lead to either the development or maintenance of a depressive episode (Figure 1.1B). In a depression network, symptoms are 'nodes' while edges between symptoms are estimated. Node properties are quantified through a series of centrality estimates including: strength, closeness, and betweenness centrality. Strength centrality is the sum of the absolute edge strengths into and out of a node. Closeness centrality is the sum of the shortest paths from one node to all other nodes in a network. Unlike strength centrality, which only accounts for a node’s influence on its most proximate neighbours, closeness centrality measures a node’s influence on all other nodes in a network. Finally, betweenness centrality is the number of shortest paths that passes through a given node. Nodes with a high betweenness centrality act as ‘bridges’ in a network, in that they determine the possible pathways for information to flow from one node to another.
Figure 1.1: Schematic diagram to illustrate the difference between a latent cause (A) and network theory (B&C) model of depression.

Panel B is a directed network, which estimates all possible the lag-1 associations between symptoms. While panel C is a contemporaneous network, which represents the association between symptoms at the same point in time after controlling for any temporal effects.

Centrality estimates are used to rank a node’s relative importance within a network. Nodes that are strongly connected to other symptoms, i.e., high centrality, are thought to exert stronger effects on other symptoms. Identifying influential symptoms could potentially improve clinical treatments by targeting the symptoms that are most likely to lead functional improvement. How useful central symptoms are as potential treatment targets, however, remains an open question. Early evidence suggests that symptom centrality is related to how strongly a change in an individual symptom predicts changes in other symptoms within a network (Robinaugh et al., 2016; Rodebaugh et al., 2018). For example, in cross-sectional network studies, sadness is typically the most central symptom and changes in it correlate most strongly with reductions in depression severity. While promising, concerns still surround the use of centrality indices as a proxy for a node’s causal influence on other symptoms. Central nodes are frequently not the nodes with the greatest causal impact on the rest of the network (Dablander & Hinne, 2019). In a simulation study, Dablander and Hinne (2019) generated a true causal network structure, based on a directed acyclic graph (DAG), among a given set of nodes and then found the undirected partial correlation networks, essentially
a cross-sectional network, based on that ‘true’ casual structure. The authors found that centrality indices vary in their capacity to recover casual relationships between nodes depending on several factors including: network model (e.g., small-work network), density, and number of nodes. For example, in networks with less than 20 nodes, a node’s centrality indices correlated modestly with its true causal impact. As both the network density and number of nodes in a network increased, the correlation between a node’s centrality (i.e., degree, strength, closeness, betweenness, and eigenvector) and causal impact decline, and even become negative, for all centrality measures except eigenvector centrality. These results indicate that centrality measures may not accurately reflect a node’s true causal impact. An important limitation, however, is that by modelling causal interactions under DAG framework do not allow for feedback loops, i.e., autocorrelation, which is a known property of psychological symptoms.

While we now have the statistical tools to model symptom networks, there remains the problem of how to intervene on these networks to affect change. Psychological interventions, unlike medical or surgical ones, are not specific and affect many variables simultaneously – a condition termed “fat-handed” (Eronen, 2020). Symptoms have multiple causal factors that influence their current expression, e.g., whether insomnia severity is high, such that it is not possible to completely control its level of activity. For example, drinking a cup of coffee is not the only cause of feeling alert, much like the death of a loved one is not the only cause of feeling sad. As a result, psychological interventions violate two assumptions of causal inference: i) only affect a single target variable, X, on outcome Y and ii) all other variables not on the causal pathway between X and Y are held fixed.

Although these centrality indices provide a framework for understanding symptom importance and functionality within a network, there remain unresolved methodological limitations from their use in mental health research. Network theory assumes that all nodes are interchangeable and do not have unique properties, i.e., a node is identical to all other nodes in the network. In a psychological network, nodes are not interchangeable because they measure qualitatively different symptoms, e.g., weight gain versus low mood (Snijders, 2011). Furthermore, nodes derived from questionnaire items also tend to be less distinct than nodes in other types of networks, e.g., unique individuals in a social
network, due to multicollinearity between items (e.g., sadness tends to be correlated with guilt). As a consequence, the relative rank ordering of symptoms becomes less clear among conceptually similar nodes (Bulteel et al., 2016). An implicit assumption of centrality indices is that they are capturing some type of flow process through a network (Borgatti, 2005). Different types of flow processes that have been identified include: serial, transfer, and parallel. Information processes tend to flow in parallel, where the information is sent to many nodes at once. For example, sending a Tweet goes out to all of your followers simultaneously without intermediate carriers. Serial processes involve sequential transfer from one node to another, such as the spread of COVID-19 through a person’s social network. Transfer flow is the actual distribution of a physical item between nodes, e.g., airplanes flying into and out of airports. Compared to serial and parallel flow processes, transfer flow processes are optimised to travel along the shortest path lengths. Closeness and betweenness centrality are measures that assume that the flow process takes the shortest path possible between nodes, akin to a physical transfer of an object across a network. Closeness centrality, on the other hand, makes no assumptions regarding the type of flow, i.e., serial or parallel, as long as it travels via the shortest path. Due to these assumptions, closeness and betweenness centrality have less relevance to mental health networks than simpler indices like strength centrality.

One of the primary differences between psychological networks and other types of networks is that in psychological networks edges are estimated rather than observed. Edges are typically estimated with either regularised partial correlations when using group-level data (undirected edges) or lag-1 vector autoregressive (VAR) coefficients in intra-individual data (directed edges). Psychological networks also contain a mixture of positive and negative edges. Though one thing we have observed in the literature is that often when centrality measures are applied to psychological networks, the absolute value of edge strength is used. This may be problematic as taking the absolute value ignores valuable information about the direction of associations between nodes. In a network of depression symptoms, a negative edge between symptoms would indicate a lower risk of symptom activation, e.g., sleep reducing tiredness, thereby providing a protective effect by preventing the activation of other symptoms in the network. Considering the
direction of edge strength provides a better overview of network connectivity and the interplay between symptoms and is therefore an approach adopted throughout this thesis.

1.8 Key Findings in Network Theory

The network theory of mental health makes several predictions regarding the relationship between network connectivity and mental health and growing body of literature has begun to test these. Firstly, elevated network connectivity is hypothesised to precede a transition from one state to another (Dakos et al., 2010) and is thought to be a possible risk factor for future deteriorations in mental health. A depression network simulation study showed that individuals with more strongly connected networks are expected to spend the majority of their time in a depressive state, i.e., experience more depression symptoms, even in the absence of external perturbations (Cramer et al., 2016). Interestingly, individuals with moderate levels of network connectivity are not restricted to either a healthy or depressed state but instead experience transitions between them. Depending on network connectivity strength, external perturbations, e.g., stress, lead to the emergence of different patterns of depression symptoms. Weakly connected networks can respond gradually to increasing stress resulting in a continuous increase in the number of depression symptoms. In more tightly connected networks, increasing stress levels instead cause a sudden and sharp increase in the number of symptoms without passing through a zone of intermediate symptom severity first.

Preliminary evidence suggested that people with greater depression severity have elevated depression network connectivity (Boschloo et al., 2015; Lee Pe et al., 2015; Claudia van Borkulo et al., 2015). Although a large study of participants with (N = 595) and without (N = 5,998) a diagnosis of major depression found no significant difference in network connectivity and only minor differences in network structure between groups (Hakulinen et al., 2020). More recent studies have consistently shown an increase in depression network connectivity after treatment, even though depression severity decreases (Beard et al., 2016; Berlim et al., 2020; F. M. Bos et al., 2018; Snippe et al., 2017). There are yet to be any definitive explanations for why treatments cause an increase in network
connectivity. One account is that over the course of treatment, the variance of individual symptoms changes, which then affects the covariance between symptoms (Fried et al., 2016; Terluin et al., 2016). Another possible explanation is that individuals included in depression studies have high baseline depression and then regress towards their mean score over time.

Most studies in the literature are based on cross-sectional data, which limits the ability to make causal inferences at the individual level (Robinaugh et al., 2020). Between-subjects effects do not generalise to individual statistical estimates unless the underlying process is ergodic, i.e., have a stable mean and variance over time (homogeneous) and no systematic change over time (stationary) (Molenaar, 2004). A comparison of intra- vs inter-individual positive and negative affect correlations found consistent mean, but not variance (Fisher et al., 2018). These findings suggest that inter-individual results cannot readily generalise to claims about individual effects. Additionally, many interesting processes in psychology are likely to violate stationarity assumptions. Throughout treatment for depression, a patient’s symptoms are expected to decline over time leading to changes in the mean and variance of their symptoms. If treatment affects the covariance between depression and another facet of mental health, then stationarity would also be violated. A related issue is that clinicians are tasked with applying insights about treatment established at the group-level (i.e. nomothetically) to their individual patients, who are treated ideographically, a challenge termed the therapist’s dilemma (Howard et al., 1996; Levine et al., 1992). Network analysis has the same issue - insights regarding which symptoms are the best treatment targets are unlikely to generalise to individuals if derived from group-level data. For example, cross-sectional networks estimate a different rank ordering of symptom importance and network structure than a dynamic personalised network (Bos et al., 2017). In the following sections we will outline the importance and practicalities of moving towards personalised networks in mental health science.

1.9 Moving from Cross-Sectional to Personalised Networks

Longitudinal studies that repeatedly measure symptoms within-individuals are needed in order to better estimate the causal interactions between symptoms and
can allow for the construction of what are called ‘personalised networks’.
Ecological Momentary Assessment (EMA) studies are one way to gather this data
and involve participants repeatedly answering a series of questions multiple times
per day over a period that can range from only a few weeks to a few months or
even longer. Since 2000, the number of publications using EMA has taken off as
researchers realised the importance of longitudinal data and widespread access to
smartphones made running studies easier than ever (Hamaker & Wichers, 2017).
Causal relationships are inferred using Granger Causality, which uses temporal
precedence as a necessary condition for a causal relationship to be present
(Granger, 1969). If elevated levels of depressed mood cause an increase in
tiredness, for example, then a change in depressed mood must occur prior to any
corresponding change in tiredness.

Personalised, or idiographic, networks are estimated from longitudinal within-
person time-series data to model the dynamics of mental health symptoms. These
networks offer the possibility to personalise psychotherapy by identifying treatment
targets and relevant associations between symptoms. There are two types of
personalised networks that can be estimated: directed (Figure 1.1B) and
contemporaneous (Figure 1.1C). Directed networks use VAR models to estimate
causal associations between symptoms. While contemporaneous networks
estimate associations between symptoms using the correlated residuals from a
VAR model, after controlling for all temporal effects (S. Epskamp, C. D. van
Borkulo, et al., 2018). This modelling technique is referred to as a graphical vector
autoregressive (GVAR) model (Sacha Epskamp et al., 2018). GVAR models have
several assumptions including: stationarity, equal spacing of measurements in
time, and multivariate normally distributed data. In particular, normally distributed
data is unlikely to occur when measuring many mental health conditions.
Contemporaneous networks can detect associations between symptoms that
occur on a different time-scale than what is measured. Mental processes with a
rapid onset and termination, e.g., a panic attack, will most likely be missed if they
occur outside relatively infrequent measurement times. An advantage of
contemporaneous networks is that they can still recover some of these
associations, which would not show up in a directed network. Simulations of
personalised networks found a low power to detect the true network structure
when less than 100 measurements are measured within a person (Mansueto et al., 2020). While the full network structure cannot be accurately measured with small sample sizes, the global network structure can be when the network analysis is restricted to only 6 nodes (Mansueto et al., 2020). Additionally, contemporaneous networks are less sensitive to the number of nodes than temporal networks.

### 1.10 Clinical feasibility and utility of EMA and personalised network models

The feasibility and usefulness of EMA has not yet been thoroughly evaluated in clinical practice, although early results show promise for improving mental healthcare. Patients who use EMA in a clinical setting report greater self-awareness of their mood and symptoms (Bos et al., 2020; Morris et al., 2010). Among the several studies that investigated clinical feasibility, there is generally a discrepancy between what a patient finds helpful and what a therapist does. In one small-scale pilot, the majority of therapy-seeking clients reported that personalised models made them more aware of their mood and symptoms (Frumkin et al., 2021). While therapists tended to agree that personalised networks could be useful for treatment planning and were easy to understand, they were uncertain whether these models provided additional information beyond what they already know about their clients. Therapists and patients generally express concern that EMA assessments will be too burdensome to complete, yet patients in EMA studies tend to have high compliance rates. In a large survey of U.S. based therapists, EMA was rated as one of the least helpful resources, compared to traditional resources, for a difficult therapy case (Ellison, 2021). Another study of within-subject personality dynamics also found therapists did not perceive EMA as useful in everyday practice due to similarities with their own expectations (Zimmermann et al., 2019).

Assessing the feasibility of EMA requires an understanding of what factors affect compliance. Studies have found that compliance is affected by several factors including: study duration, age, gender, and rates of physical activity. Despite all these competing influences, overall compliance with EMA remains high (McLean et al., 2017; Ono et al., 2019; Rintala et al., 2019). Longer study durations were consistently associated with lower compliance rates, with a caveat of most studies
lasting fewer than 7 days. Attrition may stabilise after a certain number of days as the sample becomes restricted to highly motivated participants. Another issue is that while participants are able to comply with a high frequency of assessments, i.e., 6 or more per day, different symptoms likely change at different timescales. While positive and negative affect are known to change rapidly over short-timescales (Trull et al., 2008), anhedonia – for example – likely only meaningfully changes over longer periods of time. Other psychological processes, such as eating behaviours, are likely to reflect more stable trait-like characteristics and exhibit less day-to-day variation. The ideal measurement frequency for different disorders remains an open question. In the case of depression another important factor to consider is low motivation, which may negatively affect long-term compliance with studies as intensive as EMA. People with an affective disorder report higher momentary burden from EMA compared to healthy controls, although this did not affect their adherence (van Genugten et al., 2020). For both participants with and without depression, the most commonly cited reason for missing a prompt was “being busy with another activity”.

Who then would benefit most from EMA? In contrast to the opinion of therapists cited above (Ellison, 2021), treatment resistant patients, or those with a chronic depression, may actually find EMA especially helpful. In an randomised control trial, incorporating EMA-feedback as an adjunct to pharmacological treatment resulted in a larger, and clinically relevant, decrease in depression symptoms, than antidepressants alone (Kramer et al., 2014). An ongoing study aims to determine whether EMA feedback in psychotherapy results in larger changes in depression than a no feedback condition (Riese et al., 2021). In such cases, EMA could provide a richer dataset to try and understand why treatment was not effective and help select new intervention targets. Practical web-based applications, such as PETRA (F. Bos et al., 2022) and PREMISE (Burger et al., 2021), are designed to facilitate customised EMA reporting and statistical interpretations of data.

Therapists, patients, and other relevant stakeholders need to be actively involved in the development of EMA monitoring to provide meaningful insights into symptom dynamics. EMA is still a novel technique that most clinicians are not familiar with or trained to interpret. Developing a larger evidence base for
personalised models and EMA is crucial for clinical adoption and integration into existing workflows. One way to establish efficacy will be to perform randomised control trials to evaluate the core purported benefits of personalised models and monitoring, e.g., whether intervening on the most central symptoms is superior to intervening on randomly selected ones. In the next section, we will review what observational studies have revealed to date about the relationship between personalised network measures and clinically meaningful outcomes.

1.11 Personalised Network Connectivity and Mental Health

Preliminary evidence suggests that network connectivity changes prior to the onset of a depressive episode. A longitudinal n of 1 study found that affect network connectivity increased, driven by stronger autoregressive loops, prior to a significant increase in depression symptoms (Cabrieto et al., 2018; Wichers et al., 2016). A replication study with one participant also found an increase in network connectivity prior to a sudden increase in symptom severity (Wichers et al., 2020). These findings are not, however, restricted to depression. A patient with severe psychosis rated her psychotic symptoms along with positive and negative affect on average 5 times per day over 201 days (Bak et al., 2016). Personalised directed networks were estimated for three clinical phases: stable, impending relapse, and full relapse. Node strength increased for most symptoms during the impending and full relapse phases compared to the stable state. Taken together, these studies provided preliminary support for the prediction that network connectivity should increase prior to a phase change within an individual. More recent evidence in patients with bipolar disorder found that when early warning signals were detected, i.e., increase in autocorrelation or standard deviation, there was an elevated probability of experiencing a transition to either depression or mania (F. M. Bos et al., 2022).

Personalised emotion network connectivity has been shown to be associated with depression severity. People with major depression have greater emotion network connectivity than healthy controls, primarily due to stronger connections among negative emotions (Lee Pe et al., 2015). Replicating these results in an adolescent sample, Lydon Staley et al., (2019) found emotion network connectivity to be positively associated with depression (Lydon-Staley et al., 2019). These two
studies measured emotion dynamics on very different time-scales, 8 times per day over 7 days in (Lee Pe et al., 2015) vs once per day over 21 days in (Lydon-Staley et al., 2019). This may be important as the time-scale of measurement can have a profound effect on the association between emotions. Watson (1988) showed that negative and positive emotions were more strongly correlated at shorter compared to longer time-intervals (Watson, 1988). A study by Shin et al., (2022) sought to resolve two issues within the emotion network literature: 1) the effect of measurement interval on association between network connectivity and depression and 2) the added predictive values of network connectivity beyond mean and variance. To resolve this, the authors conducted two EMA studies in individuals with and without depression. In an EMA study, participants rated their emotions 9 times per day for 8 days, while in a daily-dairy study participants rated their emotions once a day for 50 days. Emotion network density significantly predicted diagnostic status, i.e., depressed vs. non-depressed, over and above the mean and standard deviation of negative and positive affect but only in the EMA study (Shin et al., 2022). Differences in network connectivity may not be due exclusively to mental health risk, but could reflect skewed variance when subgroups are selected for severity. Wigman et al., (2013) found evidence of increasing autocorrelation and cross-lagged associations among affect items among people with greater depression severity (Wigman et al., 2013). A re-analysis of this data showed that these results could be explained by differences in variances between severity groups (Terluin et al., 2016). However, this study did not repeatedly measure symptoms over time and, as a result, cannot say whether these effects are due primarily to symptom severity or variability in symptoms. Due to substantial floor effects for negative affect, i.e., a tendency for healthy people to consistently rate negative items as absent, people with the greatest depression severity also tend to have the most variance in negative affect. Using an inverse Gaussian regression model, which can handle skewed data, there was no significant interaction between depression severity and the autoregression of negative affect.

Despite broadly promising results showing that network connectivity is related to psychological well-being, there remains an unresolved question regarding what exactly network connectivity measures. The vast majority of studies done to date
used a point estimate of depression severity when determining the association with network connectivity. However, depression symptoms, like emotions, change over time in response to daily stressors. Depending on an individual’s underlying vulnerability, even perturbations can cause sudden and dramatic changes in symptoms. Because of this, depression symptom variation is highly heterogeneous at the individual-level. A meta-analysis of 25 studies found 4 general classes of symptom trajectories including 3 generally stable groups with either low (largest class), moderate or severe symptoms (smallest class) (Musliner et al., 2016). Several studies also identified an unstable group with either increasing or decreasing symptoms with large variation in the proportion of participants that fall into this category. During treatment for depression, up to 50% of people experience large sudden improvements in their pre-treatment levels of depression (Aderka et al., 2012; Hayes et al., 2007; Tang & DeRubeis, 1999). Sudden changes in symptoms do not just occur within the context of treatment but also naturistically over time. A group of adolescents at-risk for developing psychopathology completed a daily diary related to positive and negative mental states (Schreuder et al., 2022). A large minority of participants, ~24%, had changes in symptoms that were large enough to change their diagnostic status, either no longer meeting criteria or meeting criteria for a new diagnosis. Collectively, these results demonstrate substantial within-individual variability in symptom trajectories over short and long time-scales. To date, little research has examined how connectivity relates to these changes in depression over time.

1.12 Network Connectivity, Resilience, and Variability

While much of the previous literature has linked connectivity with severity, elevated connectivity should theoretically drive increased symptom variability (i.e., change in both directions). Indeed, simulations of psychiatric networks predict that more connected networks will causes greater symptom variability, rather than increase symptom severity (Lunansky, Van Borkulo, et al., 2021). Despite this clear and testable prediction, no study to our knowledge has evaluated this, testing whether elevated network connectivity makes individuals more prone to depression variability than severity.
Kuranova et al., (2021) attempted to answer a different, although related, question: Does greater connectivity between affective states lead to increasing symptom severity (Kuranova et al., 2021)? In this study, 159 participants, from the longitudinal East-Flanders Prospective Twin Study, rated their current affect and thoughts 10 times per day for 6 days and completed the Symptom Check-List 90 (SCL-90), as a measure of general psychological well-being, at baseline and 1-year follow-up. Participants were split into two groups based on whether their symptoms increased or remained stable over time. No significant differences in network connectivity emerged between these groups. However, the group with increasing symptoms generally had stronger connections among negative affect items and negative affect states were more positively associated with and positive affect ones. In another study of adolescents at-risk of psychopathology, two groups with different depression symptom trajectories were identified: an increasing and stable group (Kuranova et al., 2020). The increasing group experienced a slower recovery in negative affect after unpleasant events than the stable group. Slower recovery time, after a perturbation, is a prediction of network theory because systems with lower resilience are unable to quickly downregulate negative emotions. Typically, as in this study, recovery time is measured by autoregressive lags. A longer recovery time means that negative emotions remain more similar to their previous values, indicating a lingering effect of the perturbation on the system. Because network connectivity is composed of cross-lagged and autoregressive effects, these results provide indirect evidence that elevated network connectivity is related to symptom stability. Perhaps most compelling, a recent EMA study of university students during COVID-19 showed that directed network connectivity was significantly positively associated with the absolute, but not signed, change in depression severity (Lunansky, Hoekstra, et al., 2021). These studies point to elevated network connectivity (i.e., reduced resilience) as a general marker of the magnitude of symptom fluctuations over time. Chapter 2 of this thesis used repeated assessments of emotional states in large independent community samples to test whether network connectivity is associated with depression severity, and if so, whether it can be explained better by fluctuations in depression.
An important point to clarify here is that emotional variability and instability do not necessarily lead to poorer psychological outcomes. Accumulating evidence among patients receiving treatment for a mood disorder demonstrates that unstable emotional dynamics are associated with greater reductions in depression (Hayes & Strauss, 1998; Lichtwarck-Aschoff et al., 2012; Olthof et al., 2020; Schiepek et al., 2014). Destabilisation of emotion dynamics suggests that patients are amenable to incorporating novel information leading to a greater likelihood of transitioning from a pathological to healthy psychological state. In people with high mean levels of negative affect, greater variability in negative emotions is associated with fewer depression symptoms (Maciejewski et al., 2022). Elevated emotion variability reflects a greater ability to respond to changing environmental contexts. Among patients with high mean levels of negative affect, more variability was related to a reduction in depression symptoms - previously described as “mood-brightening” (Ong et al., 2006). In contrast, among people with high levels of positive affect or low negative affect, greater variability is associated with greater depression severity. Yet unstable emotional dynamics, without appropriate guidance and supervision, can also lead to impaired functioning (Kuranova et al., 2020). It is thought that the study of these dynamics could help researchers understand how psychotherapy exerts its therapeutic effects, in presumably heterogenous ways across patients (Gelo & Salvatore, 2016). One possibility is that psychotherapy acts via a series of perturbations that eventually leads to a reconfiguration of existing emotional dynamics. For example, exposure therapy forces a confrontation with an aversive stimulus, which changes a person’s emotional processing with regards to the stimulus (Carey, 2011). By thinking of networks connectivity as a two-way street, we can potentially reconcile why a great many studies have shown that network connectivity increases rather than decreases after treatment (Berlim et al., 2020; Fionneke M Bos et al., 2018; Schweren et al., 2018; Snippe et al., 2017). Emotional variability should increase during the initial phase of treatment as part of the therapeutic process, leading to a concurrent increase in network connectivity (Hayes et al., 2015). Because changes in network connectivity have been typically assessed shortly after treatment (8-weeks) (Berlim et al., 2020; F. M. Bos et al., 2018), patients may not yet have fully transitioned into a new and stable state that might eventually have both reduced depression severity and reduced negative emotion variability.
With the explosion of research into EMA, ever more sophisticated methods for estimating personalised networks are being developed. Despite this progress, there remain significant methodological gaps in the field. EMA studies typically ask participants to rate numerous items related to positive and negative emotions yet construct networks from only a small subset of these items. Because of that, we often do not know to what extent results would generalise beyond a particular combination of items. Estimating many possible networks and estimating the association between network connectivity and depression can potentially circumvent this issue. If the relationship between connectivity and depression strongly depends on the nodes included in the network, then the effect is likely not robust. Another important, but often overlooked, aspect of network analysis is the stability of personalised networks. Network edges that are stable within an individual can be reliably estimated and reflect a true association between a given pair of nodes. Unstable networks, therefore, consist primarily of noise and any relationship with depression severity is likely spurious.

The burden on participants to complete multiple daily assessments over many months mitigates the long-term use of EMA. Because of this, high attrition rates among participants and relatively low sample sizes are common when compared to cross-sectional methods. Along with participant burden, the short duration (5-10 days) of most studies means that clinically relevant changes in mental health, such as transitions into and out of a depressive episode are not captured. Short-term studies can assess an individual's baseline network connectivity, but not how it varies over time in response to changing depression severity. For that, we need longitudinal data on short-term emotional dynamics along with slower-changing depression severity. One way to circumvent these methodological challenges is to use already available data that contains relevant mental health information. As previously discussed, on social media people write posts that inherently reflect their current emotional state archived in some cases over several years. This provides a rich data stream from which researchers can draw on to approximate the ecological validity of EMA while measuring slow-moving changes in mental health symptomology. Combining these approaches allows us to test network theory predictions regarding how network connectivity drives and maintains long-lasting depressive episodes. Modelling changes in depression symptom networks
over time will enable a better understanding of how causal relationships between symptoms lead to a depressive phenotype. By potentially targeting central symptoms, at the individual-level, networks may inform personalised treatments to improve remission rates from depression.

The first hypothesis addressed here is how language use changes with depression and whether those patterns are unique to depression or found trans-diagnostically. Prior evidence shows that language used on social media accurately predicts mental health, but that there may not be much specificity in these models due to substantial symptom overlap. Here, we investigated whether a language model trained on depression would generalise to other aspects of psychopathology and if by accounting for shared variance across these conditions we could identify unique patterns of language use. After establishing a relationship between language and mental health, we then attempted to interrogate how dynamic relationships among emotional states leads to depression. Network theory predicts that more tightly connected networks, i.e., stronger associations among emotions, predisposes individuals to worse depression than those with less connected networks. A flaw with this conceptualisation, as discussed above, is that elevated connectivity should lead to larger fluctuations in symptoms rather than necessarily more severe depression. We tested whether connectivity relates primarily to symptom severity or variability in several large community samples. A practical drawback of this approach is that it requires participants to self-report their emotions for long periods of time, which makes it difficult to recruit large samples. Consequently, other predictions of network theory become hard to evaluate. One such prediction is that network connectivity should increase within a depressive episode compared to otherwise healthy periods. For the final hypothesis addressed in this thesis, we will use language on social media as a proxy for EMA to estimate personalised networks. Based on networks constructed from language features, we can determine whether network connectivity increases during naturally occurring depressive episodes. Taken together, these different approaches aim to establish the ability to detect depression and identify causal factors that contribute to its development.
Experiments and Hypotheses

Experiment 1: Machine learning of language use on Twitter reveals weak and non-specific predictions

Experiment 1 examined the specificity of a depression trained machine learning (ML) model on 8 other aspects of mental health. We used Twitter language data from 1,006 participants along with questionnaire data from 9 self-report questionnaires that measured depression, schizotypy, social anxiety, eating disorders, generalised anxiety, obsessive-compulsive disorder, apathy, alcohol abuse, and impulsivity. We compared the depression classification performance from a model trained on self-report scores to one trained on depression keywords to illustrate how circular analyses can lead to overly optimistic estimates. Afterwards, we trained separate ML algorithms on each mental health outcome to i) determine model performance and ii) relative importance of each language feature. Finally, using a trans-diagnostic approach, we assessed the specificity of ML models for each trans-diagnostic dimension after controlling for the shared variance due to the other 2 dimensions.

Experiment 2: Connectivity of personalised emotion networks is associated with elevated depression variability

Experiment 2 examined the hypothesis that personalised emotion network connectivity is related to depression severity. We obtained EMA data from 4 independent samples: 155 Paid Students, 194 Citizen Scientists, 519 from HowNutsAreTheDutch, and 45 from a Clinical Sample. Within each sample, we estimated personalised contemporaneous and directed networks for each participant. First, we did this for a singular exemplar network using 5 emotions common across the 4 samples. We then estimated all possible combinations of 5-node networks based on the number of total items available: 4,368 networks for Paid Student and Citizen Scientists, 462 networks for HowNutsAreTheDutch, and 6,188 networks in a Clinical Sample. For each network combination, we correlated contemporaneous and directed network connectivity with baseline depression severity. Finally, in the Paid Student and Citizen Scientist arms, we determined whether the association between network connectivity and baseline depression
could be explained by variability in depression severity over the 8 weeks of the study.

**Experiment 3: Using language in social media posts to study the network dynamics of depression longitudinally**

Experiment 3 tested the hypothesis that network connectivity is elevated during a depressive episode. A large online sample of 946 participants completed a depression questionnaire, self-reported any depressive episodes in the past year, and provided us with their Twitter data for the past 12 months. First, we determined whether a 9-node personalised depression-relevant language network’s connectivity estimated from 12 months of tweets was associated with depression severity. We then constructed personalised depression-relevant language networks within and outside a depressive episode for each participant and tested if connectivity increased during periods of illness. We carried out a range of control analyses, including estimating 1,000 personalised networks based on different combinations of depression-relevant and depression-irrelevant language features to test whether our main findings effects were specific to depression-relevant language.
Chapter 2: Machine learning of language use on Twitter reveals weak and non-specific predictions

2.1 Introduction

Approximately 20% of adults will experience a mental illness in any given year (Abuse, 2019). But our ability to treat those affected is hampered by the fact that patients present to clinics relatively infrequently (Lépine et al., 1997), and when they do so, it is often belated, making their symptoms more difficult to treat (Ghio et al., 2014). For this reason, efforts to detect mental illness early and predict individual vulnerability is a key focus of research. Of course, this is challenging in real-world settings, because it is unclear what sources of data can and should be utilized to make these predictions. It has been proposed that one way to overcome this difficulty is to use other sources of data that the general public produce regularly, such as social media data, to detect, predict and better understand mental health in the population. Social media adoption is widespread with approximately 72% of U.S. adults using at least 1 social media platform, which offers a unique opportunity for gathering information about mental health (Perrin, 2015).

Recent studies have suggested that social media data can be used to recognise a broad range of mental health problems in the general public including depression (De Choudhury et al., 2014; De Choudhury, Gamon, et al., 2013; Eichstaedt et al., 2018; Reece & Danforth, 2017; Reece et al., 2017; Tsugawa et al., 2015), eating disorders (Chancellor et al., 2016; De Choudhury, 2015; T. Wang et al., 2018; Wolf et al., 2013), schizophrenia (Birnbaum et al., 2017; McManus et al., 2015; Mitchell et al., 2015), and suicide (Cheng et al., 2017; Coppersmith et al., 2018; Coppersmith et al., 2016; Nobles et al., 2018). A key premise of such work is that these data could be used to facilitate early intervention, for example by providing users with personalised risk scores for having a mental illness and/or developing one in the near future. Inherent in that is the assumption that such models are (i)
accurate enough to be clinically actionable and (ii) precise enough to detect one illness from another. In the present paper, we investigated the extent to which models based on social media data meet these criteria.

There is now a wealth of data supporting the notion that people with depression use language differently than those without depression. For example, depressed individuals use more first person singular pronouns (Rude et al., 2004), obscenities (De Choudhury et al., 2014) and express more negative emotions (De Choudhury, Gamon, et al., 2013) in their language. This language occurs in a variety of settings including semi-structured interviews (Zimmermann et al., 2017; Zimmermann et al., 2013), journal entries (Molendijk et al., 2010; Rude et al., 2004), and critically, social media posts (De Choudhury, Counts, et al., 2013; Reece et al., 2017; Tsugawa et al., 2015). However, it is not clear if these language patterns are specific to depression. Shared variance between disorders presents a challenge to identifying what aspects of language use are specific to a particular disorder. Indeed, because mental health disorders tend to co-occur in the same individuals and our existing diagnostic system lacks clear separation between disorders (Insel et al., 2010; Kessler & Magee, 1993), language-based models are unlikely to have high specificity when trained on summed scores or diagnostic categories. Studies typically compare data from depressed individuals to that of healthy controls, but do not test if language patterns discriminate among psychiatric disorders. There are few clear distinguishing features (Cohan et al., 2018; Coppersmith et al., 2014; Coppersmith, Dredze, Harman, & Hollingshead, 2015; Lyons et al., 2018) among multiple mental health conditions in the few papers that have studied multiple groups. For example, although elevated first person singular pronoun usage is considered to be a defining feature of language in depression, – reflecting an increase in self-focused attention – it is also elevated in people with obsessive-compulsive disorder (Cohan et al., 2018; Lyons et al., 2018), anxiety (Cohan et al., 2018; Lyons et al., 2018), eating disorders (Cohan et al., 2018; De Choudhury, 2015; T. Wang et al., 2018; Wolf et al., 2007; Wolf et al., 2013), and schizophrenia (Birnbaum et al., 2017; Cohan et al., 2018; Ernala et al., 2017; Mitchell et al., 2015; Zomick et al., 2019). Without accounting for comorbidity among disorders, it is not possible to discern whether first person singular pronouns are unique to depression, a transdiagnostic marker of mental
illness, or specific to another aspect of mental health entirely. Tackling the issue of specificity more directly, one study found greater evidence of third person plural pronouns (they, them) in those who participated in Schizophrenia discussion forums versus other sorts of mental health forums, a putative marker of persecutory delusions (Lyons et al., 2018). However, the topic of the discussion forum from which language-use was gathered is a major confounding factor. That is, the content in these forums may not reflect speech patterns of persons with schizophrenia in their everyday life, when not discussing their illness. Moreover, no clinically validated screening tools were used to define cases, rather, participation in these forums and explicit statements of self-diagnosis were used to identify patients.

As discussed in a recent review (Chancellor & De Choudhury, 2020), this is a common approach and has been applied to study language-use on more generic social media outlets like Twitter, using ‘statements of diagnosis’ e.g., “I have PTSD” (Coppersmith et al., 2014; Coppersmith, Dredze, Harman, & Hollingshead, 2015), to define cases of mental illness, rather than validated clinical instruments. In addition to the issue of diagnostic validity, this approach is limited by the fact that a person who openly reveals a diagnosis on Twitter is not someone trying to conceal it and is probably not part of the cohort of undiagnosed/untreated individuals that such methods may wish to identify. Moreover, they may be more likely to tweet about disorder-relevant topics, which could create circularity, inflating effect sizes, leading us to conclude that mental health status is more readily detected from social media data than it actually is. For example, Coppersmith et al., reported 85% precision at detecting generalized anxiety disorder on Twitter when allowing for a false positive rate of 10% (Coppersmith, Dredze, Harman, & Hollingshead, 2015) using this method. To remove these potential circularities, studies are moving toward less biased methods, where mental health status is not defined by the same or similar content that is ultimately used to study language-use. For example, separating the content used to define disorder status (e.g. membership of a mental health forum) from content used to characterize language use (posts by those users on other forums) (Ireland & Iserman, 2018). When this approach was taken, accuracy was substantially worse. Using a range of machine learning algorithms, the F1 score (average of
precision and recall) rarely exceeded 0.5 (Cohan et al., 2018). This poor performance could be because the signal is weak, or the diagnoses are not accurate. However, even in studies with a more rigorous definition of disorder status because the cases are still binary, evaluating how specific language use is to that disorder, and not another condition, remains an issue. This is due to the lack of multiple continuous measures of mental health in the sample participants. In the few studies that have administered self-report questionnaires to consenting participants, performance was again modest, albeit somewhat improved (Reece et al., 2017), but the specificity of the findings to the disorder of study (here, depression) was not examined.

Thus, while social media makes substantial amounts of language data available to researchers, a caveat to much of this research is the acquisition of high-quality mental health data. The notion that we can detect mental illness from social media posts presents opportunities for public health interventions, but with this comes with significant privacy concerns and potential for discriminatory practices to emerge (Brundage et al., 2018). But are these opportunities and concerns overstated? To date there is little evidence that mental health status can be detected accurately, and even less evidence for individuals who do not choose to openly disclose/discuss their mental health disorder status online. Moreover, if such predictions could be made with any fidelity, it is unclear if they can be in any way specific, which is crucial if these indicators are to be used to guide the choice of intervention. The present study sought to address these issues, determining (i) the specificity of language patterns to different aspects of mental health and (ii) providing an estimate of the performance of these models on unseen data. To do this, we acquired Twitter data over the past year from over 1000 individuals who completed 9 different self-report mental health related questionnaires and consented for us to link that to their Tweets. We tested the performance of a machine learning algorithm trained on a gold-standard ground truth measure of depression symptomatology when applied to unseen data. To test its specificity, we then applied this depression model to predicting scores of a range of mental health phenotypes. Finally, we trained a machine learning model to predict the residuals of 3 transdiagnostic dimensions of mental health (after controlling for
one-another), allowing us to identify text features that are specific to a particular dimension after removing the shared variance between disorders.

2.2 Methods

2.2.1 Participants

We recruited 1,450 participants for this study. The majority of participants were recruited on Clickworker (N = 1,395), an online worker platform, and were paid €2.5 for their participation. A smaller number participated voluntarily (i.e., without payment) and were recruited through general advertising on Twitter and in print media (N = 55). Participants were included for analysis if they were at least 18 years old and had a Twitter account with at least 5 days of tweets and if at least 50% of their tweets were in English. They were also required to pass an attention check, a combination of a captcha and an item with an obvious correct response ("Please select ‘A little’ if you are paying attention"). Of the 1,450 participants recruited, 99 were excluded due to failing the attention check and a further 345 participants were excluded for either not having at least 5 days of tweets or fewer than 50% of their tweets were in English. After excluding these participants, 1,006 participants were brought forward for analysis. Participants had a mean age of 30.5 years (SD: 10.1, range: 18-68), a majority were female (66.4%), currently employed (63.8%), and resided in either the U.K. (41%) or U.S. (46.9%). Participants tweeted an average of 21,126 words (SD: 30,204), median of 6,432 words, and a range of 43–163,700. In total, there were 21,252,845 words posted across the 1,006 participants.

<table>
<thead>
<tr>
<th>Twitter Behaviour</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Tweets</td>
<td>231.3 (489.4)</td>
</tr>
<tr>
<td>No. of Retweets</td>
<td>173.5 (416)</td>
</tr>
<tr>
<td></td>
<td>No. of Likes</td>
</tr>
<tr>
<td>---------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td></td>
<td>768.4 (1041.3)</td>
</tr>
<tr>
<td>Age</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>Years</td>
</tr>
<tr>
<td>Gender</td>
<td>N (%)</td>
</tr>
<tr>
<td>Male</td>
<td>312 (31%)</td>
</tr>
<tr>
<td>Female</td>
<td>668 (66.4%)</td>
</tr>
<tr>
<td>Transgender Male</td>
<td>6 (0.6%)</td>
</tr>
<tr>
<td>Transgender Female</td>
<td>1 (0.1%)</td>
</tr>
<tr>
<td>Non-Binary</td>
<td>16 (1.6%)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.3%)</td>
</tr>
<tr>
<td>Country</td>
<td>N (%)</td>
</tr>
<tr>
<td>Ireland</td>
<td>32 (3.2%)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>412 (41%)</td>
</tr>
<tr>
<td>United States</td>
<td>472 (46.9%)</td>
</tr>
<tr>
<td>Canada</td>
<td>52 (5.2%)</td>
</tr>
<tr>
<td>Australia</td>
<td>24 (2.4%)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (1.4%)</td>
</tr>
<tr>
<td>Education</td>
<td>N (%)</td>
</tr>
<tr>
<td>Less than high school</td>
<td>22 (2.2%)</td>
</tr>
<tr>
<td>High School</td>
<td>220 (21.9%)</td>
</tr>
<tr>
<td>Some University</td>
<td>301 (29.9%)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>325 (32.3%)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>108 (10.7%)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>17 (1.7%)</td>
</tr>
<tr>
<td>Doctorate</td>
<td>13 (1.3%)</td>
</tr>
<tr>
<td>Employment Status</td>
<td>N (%)</td>
</tr>
<tr>
<td>Currently Employed</td>
<td>642 (63.8%)</td>
</tr>
</tbody>
</table>

Table 2.1: Twitter Use and Demographics of Sample

### 2.2.2 Procedure

After providing informed consent, participants were asked to complete a self-report questionnaire and provide their Twitter handle which was used to collect the most recent (max. 3,200) tweets and (max. 3,200) likes from their account. Tweets were collected using a data collection app written in Python using the Twitter developer’s Application Programming Interface. Participants were asked to
provide their age, gender, country of residence, current employment status, and highest educational attainment. Participants then completed 9 different psychiatric questionnaires including the Zung depression scale (SDS) (Zung, 1965), Short Scales for Measuring Schziotypy (SSMS) (Mason et al., 2005), Obsessive Compulsive Inventory Revised (OCI-R) (Foa et al., 2002), Eating Attitudes Test (EAT-26) (Garner et al., 1982), Barratt Impulsiveness Scale (BIS-11) (Patton et al., 1995), Alcohol Use Disorders Inventory Test (AUDIT) (Saunders et al., 1993), Apathy Evaluation Scale (AES) (Marin et al., 1991), Liebowitz Social Anxiety Scale (LSAS) (Liebowitz, 1987), State-Trait Anxiety Inventory (STAI) (Spielberger, 1983) (Figure S6 in 7.1 Supplementary Materials). This study was approved by the Trinity College Dublin Department of Psychology Research Ethics Committee (Approval ID: SPREC112018-32).

Pre-processing and Text Analysis

We restricted our analysis to tweets published in the 12 months prior to survey completion. Before text analysis, extraneous information was removed from tweets including reply symbol (@), hashtag symbol (#), emojis, punctuation, links (URLs), and all other non-alphanumeric characters. Periods, exclamation points, and question marks were the only punctuation retained because they are necessary to calculate the number of words per sentence. Tweets were aggregated into daily bins and text analysis was then performed on all tweets published per day per user. Daily observations were chosen to increase the amount of text for reliable estimation of text features. Text analysis of daily Tweets was carried out using the Linguistic Inquiry and Word Count (LIWC 2015) dictionary (Pennebaker et al., 2015). The LIWC is a dictionary comprised of approximately 6,400 words and word-stems with 90 different output variables including: linguistic characteristics (e.g., articles and pronouns), psychological constructs (e.g., sadness and positive emotions), and general text information (e.g., punctuation and word count).

In addition to text features, we carried out some additional analyses using Twitter metadata variables including number of followees and followers, replies per day, number of tweets per day, and the insomnia index. The insomnia index is the relative difference in percentage of tweets tweeted during the day (6:01AM to 8:59PM) versus the night (9PM to 6AM). Previous research has found that people
with depression tend to tweet more at night (Chen et al., 2018; De Choudhury, Counts, et al., 2013).

### 2.2.3 Univariate Associations with Mental Health Symptoms

We focus on depression at the outset because it is the most commonly studied disorder in this field of research and therefore several benchmark studies exist. To examine the specificity of text features to depression, in the first instance, we report univariate associations between the total score for each psychiatric disorder and the top 10 text features associated with depression severity including: word count, negative emotions, focus on present, verbs, auxiliary verbs, adverbs, tone, analytic, six letter words, and leisure words. Each linear model contained just one text feature and controlled for the effects of both age and gender (e.g., depression ~ adverbs + age + gender), both of which showed associations with mental health symptoms consistent with prior work (Figure S1 in 7.1 Supplementary Materials).

### 2.2.4 Machine Learning

Next, we trained a model to predict depression scores from LIWC text features using Elastic Net regularization (Zou & Hastie, 2005). Elastic Net is a combination of L-1 and L-2 norm regularization, preforming both feature selection and regularization which results in a sparse solution when features are correlated with each other. We chose Elastic Net because the input text features are highly correlated and it has been shown to make accurate predictions with small effect sizes in samples larger than 400 (Jollans et al., 2019). Another advantage of Elastic Net is that the output (regression coefficients) is easily interpretable. It is thus possible to directly compare the relative importance of input features and see how they contribute to predictive performance.

We tested the model’s performance in predicting out-of-sample depression scores, and to assess specificity, we also tested it on out-of-sample scores on 8 other psychiatric scales (which we not using in training). The data was split into training (70%) and test (30%) sets, stratified by gender to ensure equal proportions of gender categories between the two sets. Nested cross-validation was performed within the training data, using 10 outer loops stratified by gender and 5 inner loops, with optimization of elastic net hyperparameters (alpha and the l1 ratio)
within the inner loops. We repeated this process 100 times to select the best elastic net model to take forward to test on the 30% of data we held-out. We first tested it on depression scores to determine predictive power and then on the 8 other psychiatric scales. Random label permutation was used to determine the predictive value of these models. To ensure that the apparent predictive power of LIWC was not simply the result of confounded associations between age, gender, mental health, and language use. We performed control analyses that included: LIWC text features plus age and gender as features and compared it to a model with just age and gender (and randomly permuted LIWC features). This allowed us to determine if there was a marginal benefit of text features above and beyond the predictive ability of basic demographics (Dinga et al., 2020). Finally, we sought to identify reasons why our model made poor predictions for many individuals. To do this, we examined depression residuals and tested if these related to how participants use and interact with Twitter. We associated depression residuals from the held-out test set of the LIWC text feature only model with the z-score of i) mean word count, ii) total number of Tweets, iii) tweet volume, iv) total number of replies, v) number of followers, and vi) number of followees.

Selecting a machine learning method based in its performance is a form of overfitting. For this reason, we chose to work with the Elastic Net a priori, a method well suited to continuous prediction problems. However, for the purposes of comparison to other studies, and to ensure our results are not specific to the Elastic Net, we repeated our analysis pipeline using two alternative classification models. AUC, is the primary measure of predictive performance in most studies in the literature, so to enable comparisons between our results and those of previous studies, we binarised depression scores and classified participants as either depressed or non-depressed. Participants with depression scores above 50 were classed as depressed, while those with scores under 50 were non-depressed (Zung, 1965). We restricted our analysis to depression because that is the primary disorder of interest in the current study and several questionnaires used do not have established clinical cut-offs. Consequently, it would not be possible to directly apply the depression trained model to the other conditions as we did for the Elastic Net model. We next ran four separate models based on varying combinations of sample size and model type to assess performance. We used two classification
models: Random Forest (RF) and Support Vector Machine (SVM) with a radial kernel. Both models were validated with 10-fold cross validation and 100 experimental runs using either i) the full sample of participants (n = 1,006) or ii) the top 476 participants by word count. We chose the second sample size to be the same as that from de Choudhury et al., (2013)(De Choudhury, Gamon, et al., 2013), so we could make a direct comparison between our classification performances. Our sample had fewer mean posts over the previous year compared to that of de Choudhury et al., (2013), a mean of 4,533.4 posts per user compared to 1,173.2 posts per user. By selecting the top 476 users by word count the number of posts per user increased to 2,277.1, thereby making the samples more comparable.

2.2.5 Comparison of Validated Self-Report vs Twitter-Derived Ground Truth
We compared the performance of a model trained self-reported depression versus depression keywords extracted from Twitter. Using a regular expression, i.e., depress*, we identified any posts that contained depression relevant keywords and phrases. We found that approximately 2.0% of all days with Tweets had at least 1 keyword matching the depression regular expression. We then classified participants as either depressed or not depressed based on whether they had at least 1 post with a depression keyword present; with this approach, 44% of participants were classified as depressed. Days with Tweets that contained the depression keyword were omitted to ensure independence between the testing and training data. Subsequently, we trained a random forest classification model on the depression keyword outcome and compared it to the model trained on binarized self-reported depression. Finally, we evaluated all our models’ performance using AUC, F1 score, accuracy, sensitivity, and specificity.

2.2.6 Transdiagnostic Psychiatric Dimensions
To test if performance might be more specific when using transdiagnostic psychiatric dimensions, rather than these questionnaire total scores, the individual answers to the 209 questions in our survey were transformed into 3 transdiagnostic dimensions. These were dimensions previously identified using factor analysis of these 9 questionnaires (Rouault et al., 2018), corresponding to ‘anxious depression’, ‘compulsivity and intrusive thoughts’, and ‘social withdrawal’.
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We then used the weights derived from that independent study to construct the 3 transdiagnostic dimensions in this study. The transdiagnostic dimensions are designed to reduce collinearity across these questionnaires and have been shown to relate to cognitive test performance and brain signatures in a stronger and more specific manner than the original questionnaire total scores (Gillan et al., 2016; Rouault et al., 2018; Seow & Gillan, 2020).

2.2.7 Comparison of Tweets, Retweets, Likes

We also ran additional analyses to understand the influence of Tweet type i.e., Tweet, Retweet, Like, and the amount of Twitter data on model performance. We trained depression models using text features that included only Tweets, Retweets, or Likes and then tested the models on all 9 questionnaire total scores. By training models separately on each type of Twitter data, we could determine whether each Tweet type is independently predictive of depression. We subsequently split the text feature data containing, with Tweets, Retweets, and Likes merged together, into quartiles based on the total number of Tweets. Then, we trained a depression model on data from each quartile and determined its predictive performance. Splitting the data into quartiles also allowed us to control for sample size, such that any differences in performance are solely caused by amount of text data. We expected that models trained on data from the upper quartiles (with the most twitter data) would have better performance than the lower quartiles.

2.2.8 Similarity and specificity of text features across mental health phenotypes

To probe specificity in more detail and with less of a central focus on depression, we generated predictive models for each psychiatric questionnaire separately, using the procedure outlined above. The Elastic Net model can assign a weight of 0 to variables that are not predictive. To better understand our results, we used feature selection derived from the Elastic Net regularization by summing each of the text feature’s non-zero weights within each main fold and then averaged this value over the 100 iterations. The ‘selection frequency’ provides a useful heuristic for the importance of each text feature as a predictor of that clinical phenotype. Selection frequency is a good measure of a variable’s importance since text
features that are frequently included are likely to be a truly associated with the target outcome. After generating text feature selection frequencies for each questionnaire, we applied a hierarchical clustering algorithm, using Ward’s method, to determine how similar language use is between mental health conditions (Murtagh & Legendre, 2014). To examine potential for specificity in a highly correlated space, we trained an Elastic Net model on i) each of the 3 transdiagnostic dimensions and ii) the residuals of each transdiagnostic dimension after controlling for the other 2 dimensions. That is, the anxious-depression residual is derived from a linear model as follows: anxious-depression ~ compulsivity + social withdrawal. We then used the selection frequencies in the same manner as above; to identify text features that were predictive of the residual and if so, whether or not that text feature was specific to that dimension, after removing the shared variance with the other dimensions.

2.2.9 The effect of number of words per user on predictive performance

As a control analysis, we tested the effect of the minimum number of words per user on predictive performance. For our main analyses we chose a relatively low word count threshold per user to maximize our sample size, including participants with at least 5 days of Tweets (Reece et al., 2017). However, there is evidence recommending that a minimum of 200 words per user be used in order to achieve stable predictive performance (Jaidka et al., 2018). While several other studies have used a minimum of 500 words per user (Eichstaedt et al., 2018; Schwartz et al., 2014). We thus tried three additional minimum word count per user threshold for inclusion: 200, 400, and 500 words per user. Sample size was not substantially affected by the additional inclusion criterion such that excluding participants with 200 words reduced the sample size to 945 participants, 400 words reduced the sample to 866 participants, and 500 words to 836 participants. However, to ensure that sample size differences across these minimum-word thresholds did not affect our results, we down-sampled our data to smallest sample size of 836 participants from the 500-word threshold and carried out all analyses on these subjects.

2.2.10 Statistical Power

Finally, we tested if we were sufficiently powered to find an effect size greater than the reported value. To interrogate this possibility, we simulated three types of
datasets with 99 input features and 1 continuous target outcome with a sample size of either 1,000 or 3,000. We set the correlation between either 1, 10, or 20 features with the target variable at $r = 0.32$, while the other input variables had no association with the target. We chose to set $r = 0.32$, because that is approximately twice the observed effect size obtained from our depression model. Furthermore, for the datasets with greater than 1 feature associated with the target, we simulated multicollinearity among the relevant features by setting the correlation between those features at $r = 0.50$. We then ran each dataset through our Elastic Net analysis pipeline, 10-fold nested cross validation with 100 experimental runs and reported both $R^2$ and the mean absolute error as measure of model fit. To test for the likelihood that the true effect size is larger than we report (i.e., that it is in fact $r = .32$) and we are missing it, we plot the proportion of cases in the 1,000-person sample that performed worse than our reported predictive performance (Figure S7 in 7.1 Supplementary Materials).
2.3 Results

Age was significantly negatively associated with all psychiatric questionnaires, except alcohol abuse (all $\beta < 0.07$, $p < 0.05$). Female participants had significantly elevated eating disorder symptoms ($\beta = 0.34$, SE = 0.07, $p < 0.001$), social anxiety ($\beta = 0.38$, SE = 0.07, $p < 0.001$), generalised anxiety ($\beta = 0.28$, SE = 0.07, $p < 0.001$), and depression ($\beta = 0.35$, SE = 0.07, $p < 0.001$) than men. Male participants had a significantly higher rate of alcohol abuse symptoms ($\beta = 0.31$, SE = 0.01, $p < 0.001$) (Figure S1 in 7.1 Supplementary Materials). As expected, all psychiatric questionnaires were positively correlated with each other (Figure S2 in 7.1 Supplementary Materials).

2.3.1 Univariate Associations with Mental Health Symptoms

The top ten text features associated with depression were word count, negative emotions, focus on present, verbs, adverbs, auxiliary verbs (all positively associated with depression severity, $\beta > 0.08$, $p < 0.05$) and tone, the analytic summary variable, number of six letter words, and leisure words (all negatively associated with depression severity, $\beta < -0.07$, $p < 0.05$). These effects were non-specific. Negative emotions (all $\beta > 0.08$, $p < 0.001$) were significantly positively associated with all aspects of mental health studied, except alcohol abuse ($\beta = 0.05$, SE = 0.03, $p = 0.05$) and obsessive-compulsive disorder ($\beta = 0.04$, SE = 0.03, $p = 0.11$). Schizotypy, social anxiety, and generalised anxiety were significantly associated with all 10 text features (all $\beta > |0.06|$, $p < 0.05$), except for the associations between social anxiety with tone ($\beta = -0.03$, SE = 0.03, $p = 0.33$).
and leisure ($\beta = -0.04$, SE = 0.03, $p = 0.12$), which were non-significant. None of
the alternative questionnaires were significantly associated with a text feature in
the opposite direction of depression. Individual text features were thus not specific
to depression but broadly associated with other psychiatric dimensions (Figure
2.1).

Figure 2.1: Associations between 9 self-reported psychiatric questionnaires
and mean values over the past year of the top 10 LIWC text features
associated with depression severity, controlling for age and gender ($n = 1,006$). Dashed lines indicate $p$-values below 0.05.

In terms of Twitter metadata, participants with elevated obsessive-compulsive
symptoms followed more accounts ($\beta = 0.03$, SE = 0.01, $p = 0.01$), while
participants who scored higher on eating disorder severity had a larger number of
followers ($\beta = 0.02$, SE = 0.01, $p = 0.02$). Participants scoring high on depression,
apathy, impulsivity, obsessive-compulsive disorder, and schizotypy tended to
tweet more at night i.e. higher insomnia index (all $\beta < -0.06$, $p < 0.05$). Replies to
Tweets (all $\beta > 0.08$, $p < 0.05$) and volume of Tweets (all $\beta > 0.03$, $p < 0.05$) were
positively associated with all aspects of mental health recorded, except alcohol
abuse and eating disorders (Figure 2.2).
Replies (all $\beta > 0.08$, $p < 0.05$) and volume (all $\beta > 0.03$, $p < 0.05$) of tweets were significantly elevated across all aspects of mental health studied, except for alcohol abuse and eating disorders ($n = 1,006$). Participants with elevated obsessive-compulsive symptomology tended to follow more accounts ($\beta = 0.03$, SE = 0.01, $p = 0.01$). While participants with more eating disorder symptoms had significantly more followers ($\beta = 0.02$, SE = 0.01, $p = 0.02$). Participants with greater depression, apathy, impulsivity, obsessive-compulsive, and schizotypy symptoms tweeted more at night than during the day (all $\beta < -0.06$, $p < 0.05$). Dashed lines indicate $p$-values below 0.05.

### 2.3.2 Machine Learning

We trained an Elastic Net model on depression symptoms and tested it on unseen data. The model of depression symptomatology had an $R^2$ of 0.025 ($r = 0.16$) vs. $R^2$ -0.040 ($r = -0.16$) for the null model. A model trained on text features plus age and gender ($R^2 = 0.045$, $r = 0.22$) performed better than a model with randomised text features plus age and gender ($R^2 = 0.039$, $r = 0.20$). Our simulation results also demonstrated that we were sufficiently powered to detect a larger signal, if it was truly present (see Supplementary Material).

After establishing there was modest, but non-zero signal, we applied the depression trained model using LIWC text features only to the other 8 psychiatric scales to test for specificity (Figure 2.3). The depression model had above zero
predictive power for all other aspects of mental health except impulsivity and alcohol abuse. Nominally, the depression model performed somewhat worse when tested on apathy ($R^2 = 0.008, r = 0.11$), alcohol abuse ($R^2 = -0.012, r = 0.04$), eating disorder symptoms ($R^2 = 0.011, r = 0.12$), and obsessive-compulsive disorder symptoms ($R^2 = 0.011, r = 0.12$), predictive ability was identical to depression for social anxiety ($R^2 = 0.025, r = 0.16$) and the model performed nominally better in predicting schizotypy ($R^2 = 0.035, r = 0.19$) and generalized anxiety ($R^2 = 0.041, r = 0.21$) scores. Alcohol abuse and impulsivity were the only aspects of mental health that had negative $R^2$ values for the non-random models.

Increasing the number of words per user, with a constant sample size, did increase the depression trained model’s predictive performance. Increasing the threshold from 5 days of Tweets (minimum of 43 words) to 500 words per user caused the $R^2$ to increase from 0.010 to 0.034 (Supplementary Table 1). However, there was substantial variation at the lower word count thresholds with $R^2 = -0.001$ at 200 words per user up to a maximum of $R^2 = 0.044$ at 400 words per user.

Prior research has suggested that partially dissociable transdiagnostic dimensions of mental health may be a better fit to the underlying neurobiology of mental illness. This was not true of its fit to language patterns in Twitter data assessed here. A model trained to predict ‘anxious-depression’ scores performed nominally worse ($R^2 = 0.016$) than the models trained and tested on the depression ($R^2 = 0.025$) or generalised anxiety ($R^2 = 0.045$) questionnaires, as reported above (Figure S3 in 7.1 Supplementary Materials). The anxious depression model was also non-specific, having modest but non-zero predictive power for both ‘compulsivity and intrusive thought’ ($R^2 = 0.025$) and social withdrawal ($R^2 = 0.014$). There were no significant associations between any aspect of Twitter use, e.g., number of Tweets, and depression residuals from the held-out test set (all $|\beta| > 0.02, p > 0.05$) (Figure S4a in 7.1 Supplementary Materials). Additionally, depressed residuals were normally distributed and centered on zero (Mean $= -0.05$, $t = -0.84$ (df $= 301$), $p = 0.40$) (Figure S4b in 7.1 Supplementary Materials). Deviations from true depression scores, i.e., depression residuals, within the LIWC text features model are not due to any systematic differences in participant engagement on Twitter.
Finally, we evaluated the predictive performance of a depression trained classification model (Table 2.2). The best performing model was a SVM trained on data from the top 476 users by word count which had an AUC and accuracy of 0.59. There was no difference in performance between the SVM and RF models, and both models performed worse than the 68% accuracy found by (De Choudhury, Gamon, et al., 2013). Decreasing the sample size to include only the top 476 participants also had no effect on predictive performance, although there was a substantial increase in sensitivity with a slight decline in specificity. The depression-keyword model had an 83.6% accuracy, 0.83 AUC, 76.9% sensitivity, and 88.9% specificity, which substantially outperformed the classification model trained and tested on self-reported depression (57% accuracy, 0.57 AUC, 52% sensitivity and 63% specificity) (Figure 2.4). While participants with depression relevant keywords do have greater depression severity (β = 0.26, SE = 0.016, z = 4.00 (df = 1,004), p < 0.001), the use of keywords within posts to define cases of mental illness demonstrates a substantial overestimation of model performance compared to validated self-report questionnaires.

**Figure 2.3**: Elastic Net predictive performance of a depression model on itself, and 9 other aspects of mental health

Predictive performance (R²) from an Elastic Net model trained on depression and tested on each of the other aspects of mental health recorded for randomised text features (red), text features only (blue), age and gender only (pink), and text features plus age and gender (green) (n = 1,006).
<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>Accuracy</th>
<th>F1</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (n = 1,006)</td>
<td>0.56</td>
<td>0.59</td>
<td>0.42</td>
<td>0.33</td>
<td>0.79</td>
</tr>
<tr>
<td>SVM (n = 476)</td>
<td>0.59</td>
<td>0.59</td>
<td>0.54</td>
<td>0.52</td>
<td>0.66</td>
</tr>
<tr>
<td>RF (n = 1,006)</td>
<td>0.56</td>
<td>0.58</td>
<td>0.44</td>
<td>0.38</td>
<td>0.75</td>
</tr>
<tr>
<td>RF (n = 476)</td>
<td>0.57</td>
<td>0.57</td>
<td>0.53</td>
<td>0.52</td>
<td>0.63</td>
</tr>
<tr>
<td>De Choudhury SVM (n = 476)</td>
<td>NA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Depression Classification Performance of a Support Vector Machine (SVM) and Random Forest (RF) model with varying sample size

Depression classification performance was similar between SVM and RF regardless of sample size. In the reduced sample size (n = 476) of participants with high word counts there was an increase in the F1 score and sensitivity for both the SVM and RF models. However, in both models the increase in sensitivity was accompanied by a reduction in specificity. Neither model improved over the classification performance of de Choudhury et al. (2013).

![Figure 2.4: Comparison of text feature only random forest models trained on either i) a depression self-report questionnaire or ii) depression relevant keywords.](image)

a) Receiver operator curves for depression self-report (AUC = 0.56) and depression keyword (AUC = 0.83) trained models, dashed line indicates chance level performance (n = 1,006). b) Top 10 text features for the depression self-report model. C) Top 10 text features for the depression keyword model.
2.3.3 Comparison of models trained on Tweets, Retweets, Likes

By training the depression model on Tweets, Retweets, and Likes separately, we found that the Likes model had the greatest predictive value ($R^2 = 0.026$) compared with an $R^2$ of 0.010 for the Tweets only model (Figure S5a in 7.1 Supplementary Materials). The improved predictive power may be because there was simply more data for Likes ($M=798.4$, $SD=1041.3$) compared to Tweets ($M=231.3$, $SD=489.4$) and Retweets ($M=173.5$, $SD=416$) (Table 2.1). Indeed, when we split data based on quantity, predictive power was greatest in the 4th quartile of Tweet data ($R^2 = 0.043$) with negative $R^2$ values from models trained on the 1st and 2nd quartiles of Tweets (Figure S5b in 7.1 Supplementary Materials). Therefore, improved performance can be achieved when the corpus is particularly large, though it clearly remains modest, explaining just 4% of variance in depression.

2.3.4 Similarity and specificity of text features across mental health phenotypes

To compare the content of models developed for each of our 9 aspects of mental health, we generated predictive models for each separately and examined how similar the most predictive text features were. In the depression trained model, we found that ‘focus on present’ and 1st person plural pronouns were selected in 100% of models. While negative emotions and 1st person singular pronouns, text features previously found to be associated with depression, had selection frequencies of 0.951 and 0.659 respectively (Figure 2.5a). First person singular pronouns were selected more often in models related to schizotypy (0.963), social anxiety (0.658), eating disorders (0.999) and generalised anxiety (1.0) than depression. Negative emotions were slightly more specific to depression than 1st person pronouns with higher selection frequencies in only schizotypy (0.963) and generalised anxiety (1.0). Among the top 20 text features by selection frequency, only affiliation words were unique to depression. Eating disorders and alcohol abuse had the largest number of unique text features with five and six respectively. The generalised anxiety trained model had the highest predictive performance of all models ($R^2 = 0.045$), followed by schizotypy ($R^2 = 0.037$). For impulsivity, eating disorders, alcohol abuse, and apathy the percent of variance explained was below 1% (Figure 2.5b).
Hierarchical clustering revealed, unsurprisingly given the high correlation across these questionnaires, depression language use was most similar to generalized anxiety followed closely by schizotypy (Figure 2.5c). Obsessive compulsive disorder was most closely related to apathy in terms of language use patterns and are slightly more dissimilar to each other compared to the depression, generalised anxiety, and schizotypy cluster. Perhaps most interestingly, alcohol abuse and eating disorders formed their own cluster largely separate from other disorders, indicating substantial differences in language use both between those disorders and relative to the other disorders considered.
Figure 2.5: Depression model text feature selection frequencies and dendrogram of language similarities between aspects of mental health
a) Model selection frequencies for the top 20 text features in models of 9 psychiatric questionnaires over 100 iterations. Darker colours indicate text features that appear among the top 20 text features across fewer questionnaires, i.e., are more specific. The mean direction of association between each text feature and the target outcome is denoted by a + (positive) or − (negative) next to the label. b) Predictive performance of models trained and tested on each self-report questionnaire c) Hierarchical clustering dendrogram from a model trained on mean text feature selection frequencies.

To examine specificity, we focused on a smaller set of three transdiagnostic dimensions of mental health that can be derived from the larger set of questionnaires: ‘anxious-depression’, ‘compulsivity and intrusive thought’ and ‘social withdrawal’. Much like the analysis of the original questionnaire total scores, the top text features by selection frequency in each transdiagnostic dimension were not specific to any one dimension (Figure 2.6a). Similar to models trained on each questionnaire individually, 1st person plural pronouns and focus on present words were among the top text features associated with not just anxious depression, but also compulsivity and intrusive thought dimensions. In each dimension, less than 45% of top 20 text features were specific to the top 20 for that particular dimension. However, after removing the shared variance between dimensions, at least 80% of text features were specific to each dimension (Figure 2.6b). No text feature was present in the top 20 of all 3 dimensions. Anger words, 1st person singular pronouns, and family words were the top text feature associated with anxious depression, compulsivity and intrusive thought, and social withdrawal respectively. Importantly each of these text features was specific to that particular dimension, i.e., not found in the top 20 for any other dimension.
Figure 2.6: Transdiagnostic dimension text feature selection frequencies

a) Model selection frequencies for the top 20 text features in models of 3 transdiagnostic dimensions over 100 iterations. b) Model selection frequencies for the top 20 text features in models trained on the residuals of each transdiagnostic dimension after controlling for the shared variance due to the other dimensions.
2.4 Discussion

There is growing interest in the power of artificial intelligence for improving healthcare provision, early intervention, and diagnosis. But large amounts of data are needed to develop and train models, which can be arduous to gather. Social media data has been suggested to be a convenient and readily available source of such data. This is because social media platforms are in widespread use, users produce sometimes exceedingly high volumes of data, regularly and spanning many years, and these data often contains rich personal and emotional information of putative relevance to their mental state. Although several studies have examined this in recent years, there are substantial limitations to the methods in widespread use (Chancellor & De Choudhury, 2020; Guntuku et al., 2017), including but not limited to the validity of diagnostic classifications employed and the rigor of the machine learning methods employed. Here, we collected Twitter data and 9 validated self-report questionnaires from over 1,000 participants assessing their mental health. We used gold-standard machine learning methods with out-of-sample testing to establish the predictive power of models trained to predict depression and other aspects of mental health, using linguistic features derived from Tweets.

A model developed to predict individual differences in self-report depression explained 2.5% of variance when tested out of sample. The age and gender only model, however, slightly outperformed the text feature only model, illustrating that a similar level of depression prediction can be achieved using just these two data points. It is worth noting that age and gender are not routinely available on Twitter but were gathered as part of our survey. Furthermore, most studies in this area due not include age and gender into machine learning models for mental health prediction. Only 11 out of 78 studies even measured personal demographic features (Chancellor et al., 2020), typically through user settings or even inferred from posts through previous computational models. Consequently, models that demonstrated good performance based on only language use may be instead better explained by unmeasured demographic characteristics. When age, gender, and text features were included in the same model, it still only explained approximately 4% of variance in depression severity. As a result, including text...
features into the age and gender model only resulted in an additional 0.5% increase in the variance explained of self-reported depression. Collinearity among text features may partially explain why linguistic features only add incremental predictive power to depression model performance. Furthermore, increasing the threshold for the number of words per user did not have a substantial effect on model performance. This indicates that the lack of unique variance contributed by text features alone is not due to a lack of data on the participant level. Overall, these results demonstrate that not only does a text feature model have limited power to prediction depression, but that it does not preform significantly better to a model composed of basic demographic characteristics.

We examined the specificity of this depression model, on 8 other questionnaire total scores gathered from the same participants. We found that although the model had some small predictive value for 6 other aspects of mental health studied here, generalized anxiety, schizotypy, obsessive-compulsive disorder, eating disorder, apathy and social anxiety, it was not able to explain variance in alcohol abuse and impulsivity. Furthermore, we found that there were no associations between any aspect of Twitter use, e.g., word count, and the residuals of the depression model’s predictions. Failures in model performance, therefore, seem to be random and not explained by lower engagement nor number of social connections.

We tested if previously identified transdiagnostic symptom dimensions, which tend to perform better than these questionnaires in fitting cognitive test performance (Gillan et al., 2016), might improve signal and/or specificity. This was not the case. However, after controlling for shared variance among the transdiagnostic dimensions, we found that most text features were specific to the residuals of each dimension. Perhaps most strikingly, 1st person singular pronouns have been consistently found to be a key characteristic of depression relevant language (Edwards & Holtzman, 2017; Rude et al., 2004), but when controlling for shared variance, we found that an increased use of 1st person pronouns was actually most associated with the compulsivity and intrusive thought dimension. Overall, generalised anxiety and schizotypy were the best performing models while the alcohol abuse model had close to zero out of sample performance. Hierarchical clustering revealed that language use associated with alcohol abuse and eating
disorders were most dissimilar to the other disorders. Most prior social media research has focused on associations between language use and alcohol usage at the sub-national, rather than individual, level (Curtis et al., 2018). A possible explanation for the low predictive value of the alcohol model is that few people in our study scored high enough to qualify as alcohol dependent.

A depression classification model trained on the presence of depression relevant keywords had substantially better predictive performance compared to a model trained on dichotomized self-reported depression. Prior studies have shown that regular expression, i.e., keywords, can be used to identify depression with a high degree of accuracy (Nakamura et al., 2014; Prieto et al., 2014). To our knowledge, however, no studies have compared relative predictive performance of a depression-keyword trained model to one trained on depression self-report scores within the same sample. Although self-report measures are more difficult to pragmatically acquire from a large sample, they represent an important and clinically validated ground truth. Our results indicate the potential pitfalls of defining cases of mental illness through keyword-based methods, that is, a sort of content-based circularity can arise when social media posts are used to define caseness, train and evaluate machine learning models. Our data suggest that persons more likely to discuss depression in Tweets, have a distinct pattern of associated language use, but they do not necessarily suffer from clinical depression, with only 50% of these participants meeting the clinical cut-off for depression. These findings underscore the need to use valid ground truth estimates of mental health in developing models of clinical relevance.

Exploratory analyses found that elevated rates of replying and Tweeting were broadly associated with mental health, correlating all questionnaire total scores, except alcohol abuse and eating disorders. Inconsistent evidence exists around whether people with greater depression severity are more (Eichstaedt et al., 2018) or less (De Choudhury, Gamon, et al., 2013) active on social media. We found that participants with greater obsessive-compulsive severity had more followers while people with more severe eating disorder symptoms had more account followers. Depressed individuals have consistently been shown to Tweet more at night during the day (Chen et al., 2018; De Choudhury, Gamon, et al., 2013; Leis et al., 2019). Later Tweet times were associated with depression severity, but also
apathy, impulsivity, obsessive compulsive, and schizotypy. Impulsivity had the strongest association with the insomnia index, in line with prior research showing a positive association between impulsivity and sleep disturbances (Grant & Chamberlain, 2018; Van Veen et al., 2017). Besides findings related to the number of followees and followers, Twitter metadata, like language use, was generally not specific to any one mental health condition.

People with depression have been found to use language differently from healthy controls. Most studies, however, compare people with one mental health disorder with healthy controls (Bucci & Freedman, 1981; Fineberg et al., 2016; Hswen et al., 2019; Molendijk et al., 2010; Rude et al., 2004); few have examined the specificity of different patterns of language use across disorders. The non-specific patterns of language use observed here, both in prior work (Cohan et al., 2018; Coppersmith, Dredze, Harman, & Hollingshead, 2015; Lyons et al., 2018) and the current study, is likely related to the high comorbidity rates among disorders. We found that only by removing the shared variance among disorders could we identify which aspects of language use were specific to each mental health dimension. Major depressive disorder is positively associated with a variety of other mental health conditions including: panic disorder, agoraphobia, generalised anxiety disorder, post-traumatic stress disorder, obsessive compulsive disorder, and separation anxiety disorder (Kessler et al., 2005). For example, a patient diagnosed with major depression is 8.2 times more likely to have a concurrent diagnosis of generalised anxiety than someone without depression (Kessler et al., 1996). In our study, we found that depression and anxiety had the most similar language use of any pair of disorders. Depression symptoms overlap strongly with other disorders and are associated numerous symptoms in other diagnostic categories (Boschloo et al., 2015). In a network of Diagnostic and Statistical Manual of Mental Disorders-IV symptoms, depression symptoms (insomnia, psychomotor agitation/retardation, and depressed mood) were the most connected symptoms with connections to over 28% of other symptoms in the network (Borsboom et al., 2011). The spread of symptoms across disorders makes it unlikely that individual text features or even combinations of text features could ever be specific to categorical disorders, a finding in line with growing
consensus that these diagnostic categories are overlapping and warrant revision (Insel et al., 2010).

Social media is not a one-way street. While the content of social media posts reflects the underlying mental health of the user, interactions, both passive and active, on the platforms can act to either improve or worsen mental health. When users experience a stressful event, they are more likely to disclose this information on social media. Self-disclosure was shown to subsequently moderate the adverse effects of a stressful event and led to enhanced life satisfaction and lower depression via enhanced social support (Zhang, 2017). However, in a separate study, Reddit users who transitioned to talking about suicide had elevated levels of self-disclosure but received less social support and engagement than users who did not (De Choudhury et al., 2016). Furthermore, specific types of social support are more likely to lead to improvements in mental health, e.g., use of the phrase ‘be tough’ (De Choudhury & Kiciman, 2017). Increasing awareness about these types of comments would help friends, family, and content moderators to know what to say to and what not to say to someone experiencing mental health difficulties. While there are benefits to self-disclosure these can only be realized if the user is able to communicate free of stigma and receive adequate support. The effects of self-disclosure on social media highlight the need to follow users longitudinally and consider factors beyond just language use, i.e., social network structure, when predicting mental health. Considering the availability of online social support could help triage users with the same predicted risk of mental illness; users with less social support should be prioritized for receiving help.

Most Twitter data is generated by a small subset of users, 80% of Tweets are written by only 10% of users (Wojcik & Hughes, 2019). We found some evidence that machine learning language models perform slightly better when trained on subsets of users with more Tweets. This might suggest that in an even more select sample, those in the top 10% of users overall, one could produce more reliable predictions. However, two things are important to remember here. First, even in our top quartile, the variance explained only rose to a high of 4.3%, additional gains are unlikely to take this to the realm of practice. Similarly increasing the minimum word count per user only slightly increased the percent variance explained. At a minimum threshold of 400 words, 6.4% of variance was
explained, while a threshold of 500 words was slightly worse at 3.4%. Second, those users are not representative of social media users in general, so even if such performance could be achieved, these models are unlikely to be generalizable. An interesting possibility is that the signal may be more meaningfully improved if private sources of text could be harnessed such as text messages. This would have the additional benefit of increasing the amount of data available for each user while simultaneously being more relevant to a user’s true mental health status.

Although we demonstrated that social media data has low predictive power at an individual level, this should be contextualized as part of the broader landscape of effect sizes in mental health science. For example, well-established correlates of mental health problems such as adverse childhood experiences only yield an area under the curve of 0.58 in predicting mental health problems at age 18 (Baldwin et al., 2021). A recent preprint showed that resting-state and structural brain-wide associations to psychopathology are exceedingly small, with no reliable correlation exceeding 0.16 (Marek et al., 2020). Because these observations do not have value as individual predictors, does not make the observation devoid of meaning. Mental health is exceedingly complex and likely combinations of a range of sources of multimodal data will be required to take these small effects and transform them into meaningful N-of-1 predictions. Twitter data, by itself, has already proven an interesting testbed for nascent theories of mental health such as network theory, which for example, has struggled to acquire large enough longitudinal datasets to test some of its core predictions (Mansueto et al., 2020). We recently found for example that using social media posts as a proxy for experience sampling allowed us to study a large cohort of individuals through a transition to a depressed state, detecting subtle network signatures of depression vulnerability (Kelley & Gillan, 2020).

Mental health detection from social media offers the potential for generating continuous insights into mental health at the population and individual level, but also poses a unique set of ethical challenges. Large scale analyses of social media data are typically exempt from requiring participant consent due to the public nature of data and lack of experimental intervention. Because of this exemption, social media users are often unaware whether or not their data is
included in research and when asked tend to be uncomfortable with the idea that their Twitter data could be used for research purposes without their knowledge (Fiesler & Proferes, 2018). While it is impractical to ask for consent in all circumstances, requiring consent whenever possible ensures that participants have safeguards for how their data is used. Predicting an individual’s mental health outside of a clinical context inherently poses the question of how to act on that information and whether there is in fact an obligation to act (Chancellor et al., 2019). Unlike clinicians, software developers are not obligated to intervene if their algorithm detects that a person is struggling with their mental health. If the developers are not obligated to intervene, would the burden fall on family members, friends or the individuals themselves? Even if a patient consented to having their social media feed monitored by their physician, a high rate of false positives would overwhelm a clinician and impede their ability to effectively allocate care. Furthermore, there is a potential for misuse of mental health predictions by bad actors who do not consider the best interests of the user. Passive and automatic detection of mental illness could lead to targeted advertisements of prescription medication (Ford et al., 2019) or result in an increase in health insurance premiums. A final concern relates to algorithmic bias based on the data used to train these models. Social media users tend to be younger, more affluent, and hold more left leaning political views than the general population (Mellon & Prosser, 2017a; Wojcik & Hughes, 2019). Furthermore, social media research is strongly focused on predominantly English-speaking countries yet there is evidence that people from different cultures behave differently online, for example users from China and India post questions online more frequently than users from the US and UK (Yang et al., 2011). Extrapolating models to very different users than the models were trained on could lead to systematic biases that impact the predictive performance for groups not included in the training data.

Prior studies have had larger Twitter datasets in terms of the number of posts per user. For example, de Choudhury et al (De Choudhury, Gamon, et al., 2013) had a mean of 4,500 posts per user in a 1-year period, while in our study had a mean of about 1,100 posts, including likes, per user. As mentioned above, models perform better when provided more training data per user. Indeed, this study
achieved greater predictive power than reported here. However, there were other
differences across our studies too; our sample was twice as big, and we used an
independent training set to build our model and then evaluate it on an independent
test set. Compared to simple K-fold cross validation using the entire dataset (De
Choudhury, Gamon, et al., 2013), this procedure is less likely to overfit the data
and overestimate predictive performance. Another potential limitation to our study
is that our text feature analysis was restricted to only using categories from the
LIWC library. Some evidence exists that more data-driven approaches, e.g., topic
analysis, could slightly improve predictive ability over closed libraries (Nobles et
al., 2018; Resnik et al., 2015). More sophisticated machine learning models, such
as convolutional neural networks have the potential to make superior predictions
than more commonly used algorithms, although with the limitation of needing
substantially more data (Orabi et al., 2018). While these methods might indeed
yield improvements in performance, the use of LIWC has key advantages. LIWC is
a closed library that has been well-validated and studied across a range of
communication media from diary entries (Rude et al., 2004) to spoken word (Sun
et al., 2020). This means that the numerical values and classifications assigned to
individual words in LIWC does not change from dataset to dataset, as is often the
case with topics and neural networks (Agrawal et al., 2016; Greene et al., 2014).
This makes the insights derived here more reproducible and generalizable to new
datasets that may be of keen interest in future, such as text messages and email
communications.

Regarding the choice of social media platform, it is nonetheless a limitation that
our study was confined to Twitter. Recent evidence has also shown that Facebook
may be more predictive of mental health conditions than Twitter (Jaidka et al.,
2018). We selected Twitter because it is the most used social media platform for
studying mental health, comprising approximately 40% of studies on the subject,
while Facebook makes up only about 8% (Chancellor & De Choudhury, 2020). It
remains a limitation that these results could reflect a relative lack of predictive
performance that is particular to Twitter. Because we did not have binary
diagnostic information, we did not attempt to classify participants with either
depression vs. anxiety, obsessive-compulsive disorder etc., i.e., multi-class
classification of mental health diagnoses. Instead, we tried to continuously predict
a participant’s score on a range of self-report questionnaires probing different aspects of mental health. Therefore, rather than differentiating users with one diagnosis or another, we instead attempted to quantify the similarity of language use between self-report symptoms of highly comorbid conditions. We think this dimensional approach has many advantages, but this creates a limitation in how directly these data can be applied to diagnoses assigned by a clinician. Finally, subjects in this study reported mental health symptoms at the point of study entry, and we analyzed data corresponding to the 12-month directly prior to this. This necessitates taking a ‘trait’ perspective on the mental health symptoms we assessed and it is likely that our model is diluted by variations in state/episodic features of depression. However, in a recent study we found that individuals’ use of depression-relevant text features in fact didn’t change significantly across within-subject periods of mental health and wellness, suggesting this may not be a major issue (Kelley, 2021).

We found that language use patterns on Twitter that relate to depression symptom severity cannot be used to develop predictive models with high accuracy on an individual subject-basis. A model trained to predict depression is also non-specific, being additionally predictive of several mental health symptom profiles. Although performance was poor at the individual subject level, the effect sizes observed are not out of proportion with other routinely studied cross-sectional observations in psychiatry. The addition of age and gender improved performance of our depression model, suggesting that the combination of various sources of multimodal data (with individually small effect sizes) is a viable path forward to improve predictive power of these class of models. Although it is important to emphasise that the inclusion of age and gender, rather than linguistic text features, contributed the most explanatory power to depression model performance. Overall, our findings cast doubt that language use on social media can add much value to the prediction of individual mental health, above and beyond more simple and widely available demographic characteristics. While better model performance from social media data may eventually be possible with the inclusion of other data types, e.g., socioeconomic status or posting frequency, text features are unlikely to play a substantial role in driving these results.
Furthermore, controlling for other mental health conditions and training models on the resultant residuals is a promising method for finding language use specific to that condition. To our knowledge, we are the first study to train machine learning algorithms on the residuals of mental health dimensions in order to identify unique patterns of language. This approach highlights the benefits of using self-report questionnaires to measure mental health since it is not possible for studies with a binary classification of cases, i.e., healthy control vs. case, to account for shared variance between disorders. Although classification studies are able to identify cases of mental illness, they are unlikely to be able to determine specifically what aspects of language are different and unique to a particular condition. Determining specific changes in language patterns and use is crucial for the utility of using text data for diagnostic purposes, regardless of data source.

Nevertheless, we do not believe that social media should be used in a diagnostic setting both for privacy concerns on behalf of the user and the relatively low quality of predictions that would limit clinical utility. Despite the low signal, by virtue of the availability of large amounts of data, the analysis of social media data remains a useful tool to test theories of mental health that are difficult to test using conventional means. Should people be concerned that their mental health status can be unintentionally revealed by the content of their Tweets? We think the data do not support this as a meaningful risk at present.
Chapter 3: Elevated Emotion Network Connectivity Leaves People Vulnerable to Fluctuations in Depression

3.1 Introduction

Throughout the day, our emotions are constantly changing in response to our surroundings (Cacioppo & Gardner, 1999; Carver, 2015). Within certain bounds, these changes are regulated to be adaptive (Kashdan & Rottenberg, 2010); in response to transient frustrations or disappointments, we feel sad temporarily, but that feeling fades, and doesn’t necessarily impact our sense of self-worth, our sleep or motivation. Network theories posit that psychological resilience can be captured by using a dynamical systems framework, through the study of how emotions interact with one-another (Borsboom & Cramer, 2013; Cramer et al., 2016). These theories predict that connected networks of emotion allow negative states to propagate through the system more easily, with negative emotions activating other negative emotions and creating positive feedback loops. A hypothesis that emerges from this conceptualisation is that people with more connected emotion networks may be more prone to getting stuck in depressive states, leading to worse prognoses and poorer response to treatment (Cramer et al., 2016). Preliminary evidence for these predictions has come from some small-scale studies of within-subject personalised networks (Lee Pe et al., 2015; Lydon-Staley et al., 2019; Shin et al., 2022; van de Leemput et al., 2014; Wigman et al., 2015), with mixed support from between-subject cross-sectional networks (Lee Pe et al., 2015; Lydon-Staley et al., 2019; Shin et al., 2022; van de Leemput et al., 2014; Wigman et al., 2015). However, there are conceptual problems. Network
connectivity should not necessarily be related to worse symptom severity, but rather the changeability of depression over time (i.e., low resilience). According to complex systems theory, low resilience is characterised by elevated autocorrelation, variance, and cross-lagged relationships (Carpenter & Brock, 2006; Dakos et al., 2010; Scheffer et al., 2009). Systems with low resilience are not able to recover from small perturbations, such as common everyday stressors, which results in an accumulation in variance in the systems’ underlying components (Chen et al., 2012). Network simulations predict this exact result; as network connectivity increases, symptoms become more variable (Lunansky, Van Borkulo, et al., 2021). Recent empirical evidence for this claim found that emotion network connectivity was positively related to the absolute, but not signed, change in depression severity (Lunansky, Hoekstra, et al., 2021).

Why then does the current literature tend to show worsening depression linked to network connectivity? A possible explanation for these conflicting results is the reliance on cross-sectional data. Bos et al (Bos et al., 2017) showed striking differences in network structure between cross-sectional and within-individual networks, indicating that cross-sectional networks do not accurately reflect causal interactions among symptoms, within-subject. Where personalised networks have been studied, depression is measured infrequently and so variability cannot be quantified. But perhaps a bigger issue stems from well-established confounds between depression variance and severity that arise due to positive skew of these symptoms with substantial floor effects (Dejonckheere et al., 2019; Ringwald & Wright, 2022).

To address this, we examined the dynamics of how emotions change throughout the day and tested the relationship with depression severity and fluctuations in depression over time. We gathered twice daily EMA data (positive and negative affect) and weekly depression questionnaires from two samples, paid students (N=155) and citizen scientists (N=154), for 8 weeks. We constructed personalised emotions networks for each participant and examined the association between the connectivity of those networks, depression severity and 8-week variability. We further tested if these findings generalised to a large independent community sample (N=519) and explored if we could also see evidence for this in a small patient sample (N=45).
3.2 Methods

3.2.1 Experiment 1: Paid Students and Citizen Scientists in Neureka

3.2.1.1 Participants

We recruited EMA data via a smartphone app, Neureka, from two independent samples. The first were ‘Paid Students’ gathered in multiple waves between September 2019 – April 2021, currently enrolled at universities in the Republic of Ireland. The second sample comprised members of the public who downloaded the Neureka app from the app store, and participated on a voluntary basis between June 2020 – June 2022. They are here on referred to as ‘Citizen Scientists’. After applying the exclusion criteria (detailed below), data from N=155 paid students and N=194 citizen scientists were analysed. Students in the final sample had a mean age of 23 years (SD: 4.7 years, range: 18-41), 74.8% of the sample was female, and 54.2% of participants were depressed. Citizen scientists were older, less female and less depressed: mean age of 49.5 years (SD: 13.6 years, range: 18-82), 64.9% female, and 32.5% depressed (Table S1 in 7.2.3.3 Supplementary Materials).

3.2.1.2 Procedure

Participants registered for ‘Multi-Mood’, an 8-week ecological momentary assessment study within Neureka. On sign-up, users completed the Center for
Epidemiologic Studies – Depression Scale (CES-D 20) and selected two 3-hour time intervals per day, between 6:00-11:30am and 6:00-11:30pm, when they would like to receive twice daily notifications to rate their mood. The notification appeared randomly within that 3-hour interval and participants could not rate their mood until the notification appeared. After receiving the notification, participants had until the end of the 3-hour window to complete their assessment. Participants rated their mood on 9 negative and 7 positive affect items, e.g., “I feel down” (Table S2 in 7.2.3.3 Supplementary Materials). Items were rated on a 7-point Likert scale from -3 (not at all) to +3 (very much so). Once a week, participants repeated the CES-D 20 (Andresen et al., 1994).

Of the 277 participants recruited for the student arm, 249 completed at least 1 assessment, and 164 completed at least 75% of assessments, which was the threshold for inclusion in data analysis applied to all datasets described in this paper. A further 9 participants were excluded for not completing at least 7 out of 9 weekly depression questionnaires, leaving data from a final N of 155 in this arm, with their characteristics displayed in Table S1 (7.2.3.3 Supplementary Materials).

In the citizen scientist arm, 3,854 participants signed up to Multi-Mood with 1,739 completing at least 1 assessment and 222 completing at least 75% of assessments. Of the participants who completed at least 75% of assessments, 28 were excluded for not completing at least 7 of 9 weekly depression questionnaires. After these exclusions were applied, data from a final sample of 194 Citizen Scientists were analysed (Table S1 in 7.2.3.3 Supplementary Materials). Further details regarding data preparation steps are available in 7.2.1.2 Supplementary Materials.

3.2.1.3 Network Estimation

Time series of EMA items were used to construct personalised directed and contemporaneous networks for each participant. Directed networks allow us to understand temporal dependence between emotions via time-lagged associations. Contemporaneous networks summarise the undirected associations between emotions, at the same moment in time. In directed and contemporaneous networks, all EMA items are considered “nodes”. The “edges” between these
nodes refer to their directed or contemporaneous (partial) correlation. To construct these networks, we used a vector-autoregressive (VAR) model using the vars package in R. In a VAR model, the dependent variable is the time-series of the EMA item and the independent variables are the lagged (t-1) version of this item’s time-series, plus the lagged time series of all other EMA items. Analyses described in this paper are based on 5-node networks, that are based on 5 time-lagged regression models. An example of one of these regressions is as follows:

\[ \text{Worried}_t = \beta_1 \text{Worried}_{t-1} + \beta_2 \text{Not Enthusiastic}_{t-1} + \beta_3 \text{Not Energetic}_{t-1} + \beta_4 \text{Irritable}_{t-1} + \beta_5 \text{Not Content}_{t-1}. \]

From this analysis, we can determine the autocorrelation of ‘worried’ onto itself (\(\beta_1\)), as well as the ‘influence’ of the other 4 nodes onto ‘worried’ (\(\beta_2, \beta_3, \beta_4, \beta_5\)). Repeating this regression with the other 4 nodes as the DV results in 25 regression coefficients which represent the edges of the directed network. The contemporaneous network is constructed from the correlation of residuals from these regressions. In both kinds of networks, overall network connectivity was operationalised as the sum of all (signed) edges, i.e., expected influence, rather than the sum of the absolute edges. Within a symptom network, a positive edge means that the activation of a node leads to the activation of another node. A negative edge then implies that activating a node would lead to the reduced activation of another node. Robinaugh et al, (2016) found that in networks with exclusively positive edges both strength centrality and expected influence were positively correlated with node influence, i.e., the effect of a node’s deactivation on the rest of the network. But in networks with a large proportion of negative edges present, only expected influence continues to be correlated with node influence.

3.2.1.4 Network Stability and Generalisability

To test for the stability and generalisability of network structure, we focused on a single network (directed and contemporaneous) of 5-nodes that were common to each dataset (including in Experiments 2 and 3). These were ‘worried’, ‘irritable’, ‘not enthusiastic’, ‘not content’ and ‘not energetic’. Within each study, we visualised the mean network structure of this exemplar network by averaging each edge across participants to produce an average for each dataset. We tested if
network structures were stable using a network stability test (Appendix II, SI methods).

3.2.1.5 Permuted Network Analysis

Although we gathered data on 16 EMA items, prior research showed that networks constructed from large sets of items are less stable than smaller networks (Mansueto et al., 2020). We considered engaging in both theory and data-driven selection to reduce the total number of EMA items. But without any strong *a priori* conviction, we considered all possible networks and focused on meta-results that would be more robust and generalisable. We therefore estimated all 4368 possible 5-node network compositions for every participant in the two samples. For each individual network, we calculated the Pearson’s R correlation between network connectivity and baseline depression. This gave us an item-agnostic view of how all possible emotion networks behave, ensuring results were not driven by a single 5-node selection. We removed any outliers in network connectivity and depression greater than or equal to 3 standard deviations from the mean on a per analysis basis. To summarise the overall pattern of association, we plotted the distribution of these correlation coefficients.

3.2.1.6 Per-Participant Average Connectivity

We took the average of connectivity of these 4,368 networks for each person in the study, producing their ‘per-person average connectivity’ score. This value was then used as an individual difference measure that we correlated with depression. It was also used to determine the sample size needed to replicate the effects in external data (Appendix II, SI Results).

3.2.1.7 Week 8 Depression and Depression Variance

We tested if our baseline results generalised to depression scores reported at the end of the study. We tested if variance of depression (SD over 8 weeks) was a stronger correlate of network connectivity than these point estimates of depressions severity.

3.2.2 Experiment 2: Replication in a large and independent Citizen Science sample (HNATD)
3.2.2.1 Participants

To replicate these findings externally, we applied our analyses to the ‘How Nuts Are The Dutch’ (HNATD) dataset (Krieke et al., 2016). HNATD was a crowdsourced EMA study conducted in the Netherlands that recruited over 12,000 general participants between May 2014 – December 2018. We extracted complete datasets from N=519 participants who were unpaid, and had an average age in the 40s (M=40.3 years (SD:13.6, range:17-73); Table S1 in 7.2.3.3 Supplementary Materials). Participants were more female than the Citizen Scientists (83%) and with a higher proportion classified as depressed based on their self-report scores (51.3%; though note different depression instruments have different sensitivities and specificities in their thresholds). HNATD participants completed 3 assessments per day for 30 days with assessments spaced out at 6-hour intervals. Further details are available in the SI Methods.

3.2.3 Experiment 3: Comparison of Clinical and Non-Clinical Network Structure and Stability

3.2.3.1 Participants

The final sample studies was a ‘Clinical Sample’ diagnosed with anxiety or depression (Fisher et al., 2017). We classed this analysis as exploratory, as the power analysis from Experiment 1 suggests that at N=45, it is underpowered to estimate the effects observed in our non-clinical samples. Nonetheless, we felt it might be informative for future studies to apply our analysis to a Clinical Sample (95% depressed; Table S1 in 7.2.3.3 Supplementary Materials).

3.2.3.2 Cross-Experiment Comparisons

To assess consistency across our different samples, we constructed a single ‘exemplar’ network (directed and contemporaneous) of 5 EMA items that were present in each dataset (‘worried’, ‘irritable’, ‘not enthusiastic’, ‘not content’, ‘not energetic’). Within each study, we summarised and visualised the mean network structure of this exemplar network by averaging each edge across participants.
We tested if network structures were reliable using a network stability test and cross-sample correlations of edge strengths (SI Methods).

3.3 Results

3.3.1 Network Connectivity and Depression

For Paid Students and Citizen Scientists, we constructed N=4,368 (i.e., all possible) 5-node networks from 16 EMA items they completed twice a day for 8 weeks on the smartphone app, Neureka. A single exemplar contemporaneous network is presented in Figure 3.1A, with edges denoting the partial correlation of emotions experienced at the same time. This network was also internally stable, with correlation stability .85 and .80 for Paid Students and Citizen Scientists, respectively (Figure 3.1B). The structure of this network was highly consistent across the samples; edges were correlated at r=0.97 (Figure 3.1C). We tested for association between contemporaneous network connectivity of each of these networks and baseline depression scores. The resulting distribution of Pearson R correlation coefficients was nominally positive for both Paid Students (Median r=0.07) and Citizen Scientists (Median r=0.21) (Figure 3.1D). However, very few 5-node networks were significant in Paid Students (proportion p-values <0.05: 0.64%). In contrast, almost all Citizen Scientists’ networks showed a significant correlation, with greater connectivity linked to more severe depression symptoms (proportion p-values<0.05: 86.42%). Next, we summarised information across these 4,368 networks to compute a per-participant average connectivity score. In
line with the results from the permuted ‘network level’ analyses, individuals’ mean contemporaneous network connectivity was significantly positively associated with baseline depression in Citizen Scientists ($r(192)=0.23$, $p=0.001$) but not Paid Students ($r=0.08$, $p=0.34$) (Figure 3.1E). We tested the robustness of the association between connectivity and depression scores in the Citizen Scientists by testing if connectivity was also associated with their Week 8 depression rating. This was the case in Citizen Scientists at the network level (Median $r=0.18$, IQR:0.13, 0.22; 68.66% $p$-values <0.05) (Figure 3.1F) and for the per-participant average connectivity ($r=0.19$, $p=0.007$) (Figure S1A in 7.2.4 Supplementary Materials). The Paid Students’ distribution was centred on zero (Median $r=-0.01$, IQR: -0.05, 0.02; 0.48% $p$-values <0.05) (Figure 1F) and there was no association between the per-participant average connectivity and week 8 depression ($r=-0.01$, $p=0.89$) (Figure S1A in 7.2.4 Supplementary Materials). We repeated these analyses with directed networks (where edges reflect time-lagged partial correlations, rather than contemporaneous ones) and the results were replicated (see 7.2.4 Supplementary Materials, Figure S1B, S2). However, these directed networks, by their nature, are less stable (Figure S2B in 7.2.4 Supplementary Materials), and so effects were smaller, and a larger N is therefore required to replicate them (see 7.2.1.6 Supplementary Methods).
Figure 3.1. Contemporaneous Network Connectivity in Paid Students and Citizen Scientists.

A) Structure of the ‘exemplar’ network common to all datasets. Structure was highly consistent across samples (edges correlated at $r=.97$). B) Networks were stable in both samples, with correlation stability values of 0.85 and 0.8 for Paid Students and Citizen Scientists respectively (where 0.5 is recommended). C) Correlation among edge strengths in the exemplar contemporaneous network across all 4 independent samples. D) Histograms of association between contemporaneous network connectivity and baseline depression for all possible combinations of 5-node networks in Paid students and Citizen Scientists. Citizen Scientists, but not Paid Students, showed a positive association between network connectivity and depression. E) Association of per-participant mean network connectivity scores and baseline depression. Citizen scientists ($r=.23$), but not
Paid Students \((r=.08)\) showed a significant association with baseline depression. F) Histograms of association between contemporaneous network connectivity and Week 8 depression.

### 3.3.2 Depression Variability

Moving beyond point estimates of depression severity, we assessed if network connectivity was related to the volatility of depression over the 8-week study period, operationalised as the standard deviation of CES-D scores. For illustration, we plot the top and bottom quartiles from each sample (Figure 3.2A,3.2B). In both samples, greater variability of depression was associated with higher mean depression (Paid Students: \(r=0.18, \ p = 0.03\); Citizen Scientists: \(r=0.52, \ p < 0.001\); Figure 3.2C,3.2D), but as is clear from Figure 3.2B, this was much more pronounced in Citizen Scientists. Indicating that mean and variance of depression were more confounded in Citizen Scientists compared to Paid Students.

Repeating our main analysis with SD depression, we found that contemporaneous network connectivity was positively associated with SD depression in both Paid Students (Median \(r=0.26, \ IQR: 0.22, 0.28\); 98.53\% p-values \(<0.05\)) and Citizen Scientists (Median \(r=0.35, \ IQR: 0.31, 0.39\); 100\% p-values \(<0.05\)) (Figure 3.2E). This result was also seen in the individual-level analysis, in both Paid Students \((r=0.29, \ p<0.001)\) and Citizen Scientists \((r=0.40, \ p<0.001)\) (Figure 3.2F,3.2G). For directed networks, the pattern was much the same (see SI appendix). Directed networks were also positively associated with SD depression in Paid Students (Median \(r=0.20, \ IQR: 0.18, 0.23\); 36.29\% p-values \(<0.05\)) and Citizen Scientists (Median \(r=0.19, \ IQR: 0.14, 0.24\); 48.88\% p-values \(<0.05\)) (Figure 3.2E). Per-participant average directed network connectivity was associated with SD Depression in both Paid Students and Citizen Scientists \((r>0.21, \ p>0.008)\) (Figure 3.2H,3.2I), making this overall, by far, the most robust clinical correlate of network connectivity.

Given this, we tested if differences in SD of depression might explain away the depression severity findings reported for the Citizen Scientists. To test this, we ran a linear regression with per-participant average connectivity as the dependent variable and baseline depression severity and SD of depression as independent
variables. After controlling for SD depression, the association with baseline depression became non-significant in both contemporaneous (r=0.23, p = 0.001 to r=-0.0004, p=0.99) and directed networks (r=0.19, p=0.01 to r=0.03, p=0.69), while the SD effects remained significant in both network types (r>0.10, p<0.001). As a final step, we checked whether the significant association between depression variability and network connectivity is due to greater variability at the level of individual EMA items. After controlling for mean EMA item variance in Paid Students, the correlation between network connectivity and depression variability reduced to p=.05 (r = 0.29, p < 0.001 to r = 0.17, p = 0.05) (Table S4 in 7.2.4 Supplementary Materials). In Citizen Scientists it remained significant (r = 0.40, p < 0.001 to r = 0.21, p = 0.007).

Figure 3.2. Depression variability is positively related to network connectivity.
A) Time series of depression scores over 8 weeks of the study, split by bottom (left) and top (right) quantiles of SD depression for Paid Students. B) Time series of depression scores over 8 weeks of the study, split by bottom (left) and top (right) quantiles of SD depression for Citizen Scientists. C) Association between baseline depression and depression variance for Paid Students. D) Association between baseline depression and depression variance for Citizen Scientists. E) Histograms of association between contemporaneous and directed network connectivity and 8-week depression variability (SD) for all possible combinations of 5-node networks. F) Association of per-participant mean contemporaneous network connectivity scores and depression variability for Paid Students. G) Association of per-participant mean contemporaneous network connectivity scores and depression variability for Citizen Scientists. H) Association of per-participant mean directed network connectivity scores and depression variability for Paid Students. I) Association of per-participant mean directed network connectivity scores and depression variability for Citizen Scientists.

3.3.3 Experiment 2: Replication in a large and independent sample (HNATD)

3.3.3.1 Network Connectivity

We tested if these findings would replicate in an independent sample that used different EMA items (but included the items from the exemplar network), a different response modality (VAS 0-100 vs. Likert -3 to +3) and had a higher frequency of assessments (3x per day), over a shorter time frame (30 days versus 56 days). In HNATD, the exemplar contemporaneous network had a correlation stability of .70 (Figure S3A in 7.2.4 Supplementary Materials) and despite these differences across studies, the correlation of edges between HNATD and Paid Students was $r=0.87$ and was $r=0.95$ for Citizen Scientists. Among all combinations of 5-node networks in HNATD (N=462 networks), the median correlation between contemporaneous connectivity and baseline depression severity was positive (Median $r=0.12$ and the majority of 5-node networks were significantly associated (proportion p-values <0.05: 73.81%) (Figure 3.3A). This translated to the per-participant average connectivity analysis, where network connectivity was significantly positively associated with baseline depression ($r(514)=0.14$, $p=0.002$).
Instead of weekly depression ratings, which were not available for this sample, we used a proxy for depression variability, which we operationalised as the SD of the ‘I feel gloomy’ EMA item – held out from all network analyses to avoid circularity (Top and bottom quartiles visualised in Figure 3.3C). Consistent with the Paid Student and Citizen Scientist samples, the relationship between depression severity and network connectivity was explained by variance in ‘gloomy’ over time. The SD of gloomy was positively associated with baseline depression ($r=0.34$, $p<0.001$) (Figure 3.3D) and per-participant average network connectivity ($r=0.27$, $p<0.001$) (Figure 3.3E). When entered in the model, it rendered the association between baseline depression and network connectivity non-significant ($r=0.14$, $p=0.002$ to $r=0.06$, $p=0.20$). Furthermore, the connectivity of virtually all networks (99.78% p-values <0.05) were significantly associated with the SD of gloomy. Like in Citizen Scientists, the association with SD of gloomy was still significant, although reduced, after controlling for mean EMA item variance (Table S4 in 7.2.4 Supplementary Materials). Despite being underpowered for some of the directed network analyses, considering their reduced stability (Figure S3B in 7.2.4 Supplementary Materials), we repeated all these analyses for directed networks. We did not find any significant effects (Figure S4 in 7.2.4 Supplementary Materials); most notably, the per-person average network connectivity was not significantly correlated with SD depression, though it went in a direction consistent with the prior results ($r=0.07$, $p=.13$).
Figure 3.3. The association between network connectivity with baseline depression and SD of gloomy in a large and independent sample (HNATD).

A) Histograms of association between contemporaneous network connectivity and baseline depression for all possible combinations of 5-node networks in HNATD participants. B) Association of per-participant mean contemporaneous network connectivity scores and baseline depression (r=.14, p=<.001). C) Time series of ‘I feel gloomy’ over 30 days of the study, averaged into weekly bins, split by bottom (left) and top (right) quantiles of SD gloomy. D) Association of baseline depression and SD gloomy (r=.34, p=<.001). E) Association of per-participant mean contemporaneous network connectivity scores and SD gloomy (r=.27, p=<.001).

3.3.4 Experiment 3: Clinical Sample
Finally, we examined data from a much smaller clinical sample to test, in an exploratory way, if a similar pattern of results would be observed. We emphasise that this analysis is underpowered (Appendix II, SI Methods), but nevertheless informative to explore as it is conceivable that effects may be much larger in more severe patients. The structure of the contemporaneous exemplar network from the Clinical Sample was highly consistent with the 3 community samples (Paid Students: \( r=0.88 \); Citizen Scientists: \( r=-0.96 \); HNATD: \( r=0.97 \)). This network was also stable, with a CS coefficient of 0.80 (Figure S5A in 7.2.4 Supplementary Materials). This was also the case for directed networks; correlations were high (Paid Students: \( r=0.81 \); Citizen Scientists: \( r=-0.84 \); HNATD: \( r=0.95 \)) and the network had a correlation stability of 0.55 (Figure S5B in 7.2.4 Supplementary Materials).

3.3.4.1 Association between network connectivity, baseline depression and variance

There was no association between contemporaneous \( [r(43)=-0.22, p=0.15] \) or directed connectivity \( [r(43)=-0.04, p=0.79] \) and baseline depression severity. The association between SD of ‘down or depressed’ and network connectivity was also not significant for either contemporaneous \( (r=-0.005, p=0.97) \) or directed \( (r=0.13, p=0.41) \) networks. Unlike the 3 community samples, which all showed significant relationships between variance and baseline depression severity, there was no association between the SD of the EMA item ‘down or depressed’ and baseline depression \( (r=0.11, p=0.46) \), supporting the view that mean and variance are less confounded in datasets where depression scores are elevated and less skewed.

3.3.5 The impact of node valence

We tested if the number of negative emotions in a network would increase the association between network connectivity and depression variance over the course of the study. For contemporaneous networks, we found positive associations in Paid Students, \( r=0.67, p < 0.001 \), Citizen Scientists, \( r=0.16, p<0.001 \) and HNATD (for SD gloomy), \( r=0.25, p>0.01 \) (Figure S6A in 7.2.4 Supplementary Materials). For directed networks, the results were similar, albeit somewhat smaller, networks with more negative nodes had stronger associations to depression variance (Paid Students, \( r=0.06 \); Citizen Scientists, \( r=0.17 \); HNATD, \( r = 0.27 \) ) (Figure S6B in 7.2.4 Supplementary Materials).
3.4 Discussion

Network theory posits that mental health disorders are the result of casual interactions among emotional experiences like sadness, guilt, or a lack of motivation. One of its key predictions is that people with more connected networks are less resilient, and therefore more vulnerable to depression. However, studies to date that have tried to test this assumption have had small samples or too few assessments per person to reliably estimate individual differences in personalised network connectivity. Moreover, the mechanism through which this process occurs has not been fleshed out. Here we tested the idea that associations between network connectivity and depression severity, when present, are explained by an increased variability of depression that arises from having a more connected network.

We estimated personalised network connectivity in 2 large samples who completed twice daily EMA assessments of positive and negative affect, alongside weekly standardised depression questionnaires for 8 weeks. Baseline depression severity was related to contemporaneous network connectivity in Citizen Scientists, but not Paid Students. In contrast, 8-week depression variability was related to network connectivity in both samples. After we controlled for depression variability, the association between contemporaneous connectivity and depression became non-significant. These findings were replicated in a third large independent community sample. Results were highly consistent for directed networks, though effects were smaller due to reduced stability. Across all datasets and network types, results were stronger when networks contained more negative affect items. We conclude that network connectivity is related primarily to fluctuations in depression over time, and in some settings (but not all), this manifests in higher severity.

One way to think of this conclusion is through a resilience framework. Elevated network connectivity means that changing one symptom is likely to cause downstream, coherent, changes in others. But sparsely connected networks are less likely to change and thus can be viewed as more resilient; however, depending on the set-point of depression, this ‘resilience’ can be for better or worse. In line with this, unstable emotional dynamics have been linked to better
treatment outcomes in mood disorders (Hayes & Strauss, 1998; Olthof et al., 2020), obsessive-compulsive disorder (Heinzel et al., 2014; Schiepek et al., 2014), childhood aggression (Lichtwarck-Aschoff et al., 2012), and personality disorders (Hayes & Yasinski, 2015). In people with high levels of negative affect, greater negative affect variability is associated with fewer depressive symptoms (Maciejewski et al., 2022). This implies that when negative emotions are already high, greater variability indicates the system can change in a positive direction.

Another consistent finding in the cross-sectional network literature is that depression network connectivity increases, rather than decreases, after successful treatment (Beard et al., 2016; Berlim et al., 2020; F. M. Bos et al., 2018; Höller et al., 2022). Likewise, among patients diagnosed with a psychotic disorder, positive and negative symptom networks increase in connectivity when patients respond to treatment (Esfahlani et al., 2017).

Although there can be benefits, studies (including the present study) have shown that systems with low resilience are in some settings susceptible to worse outcomes and deterioration. Individuals with low trait resilience have stronger associations between positive and negative emotions, especially when stressed (Ong et al., 2006). Adolescents who exhibit slower negative affect recovery – a sign of low resilience – after an unpleasant event, tended to show a pattern of worsening depression severity over time (Kuranova et al., 2020). Longitudinal n-of-1 studies in person with depression found increasing variance of mental health states prior to a significant increase in depression severity (Wichers et al., 2016; Wichers et al., 2020). Collectively, these results suggest that network connectivity predisposes people to have more variable symptoms, without a particular directional change. Within psychotherapy, elevated emotional instability could enable the integration of new information, reduce the entrenchment of the current pathological state, and facilitate the transition into a new healthy state.

Network connectivity may be a promising marker of treatment response and a way to understand the mechanism of action.

It is important to acknowledge limitations of our study. Personalised networks were estimated during vector autoregression, which assumes that emotion dynamics are stationary, i.e., constant mean and variance over time. This assumption may be reasonable in relatively healthy participants but would not hold in people
undergoing treatment for depression. It is possible that network connectivity could substantially change with the addition of other emotions. However, estimating all possible combinations of networks and using external data with a slightly different EMA composition helps to ameliorate this concern. In our replication dataset, we did not have access to a repeated and longitudinal assessment of depression using a validated scale; instead, we constructed a proxy for depression variance from the EMA item ‘I feel gloomy’. This therefore serves as an indicative or conceptual replication of the results of the two samples in Experiment 1. In this study, we operationalised network connectivity as the sum of all signed edges. We chose this approach in order to account for the varying influence of positive versus negative edges within a network. However, a more common approach within the network analysis literature is to use the absolute value of edges to estimate network connectivity. When networks primarily consist of positive edges, there will be few differences in overall network connectivity between these two approaches. Yet the inclusion of different types of symptoms, i.e., positive versus negative affect items, could affect the relationship between estimates of network connectivity and depression. Specifically, this would result when nodes have qualitatively different meanings, i.e., an edge’s influence on another node depends on the node valence. In a network of all negative affect items, activation of one node is likely to lead to the activation of another node in the same direction – most edges are positive. In a network with a mixture of positive and negative items, activation of a positive edge likely leads to the deactivation of a negative edge, leading to a network consisting of both positive and negative edges. To account for this potential issue, we recoded all positive affect items to be negative such that every item within a given network has the same valence.

For contemporaneous networks, the vast majority of edges across all possible networks are positive (87.5% in Citizen Scientists, 93.3% in Paid Students, and 92.4% in HGIN). Consequently, there is not likely to be a significant difference between the use of signed vs absolute edges when calculating overall network connectivity and its relationship with either baseline depression or depression variability. Unlike contemporaneous networks, directed networks have a lower proportion of positive edges (58.5% in Citizen Scientists, 60.7% in Paid Students, and 59.4% in HGIN). Given the higher proportion of negative edges in directed
networks, overall network connectivity will be larger when the absolute value of edges is taken into account. Thus, the relationship between directed network connectivity and depression is more sensitive to differences in how connectivity is calculated. Yet, directed networks are already more weakly associated with depression variability than contemporaneous networks, have fewer networks significantly associated with variability, and are substantially less stable. Additionally, increasing the number of negative nodes led to a stronger association between the variability and connectivity, although the difference in correlation strength was still small. Using absolute network connectivity could increase the sensitivity to detect associations with depression, by more accurately modelling edge influence among networks that contain both negative and reverse coded positive affect items. Overall, differences in how signed and absolute network connectivity affects the relationship between depression and connectivity is most evident in directed, rather than contemporaneous networks.

We found evidence that network connectivity is associated with symptom severity in some settings, but that this effect can be explained by depression variability. Given that recent studies produced mixed results regarding the role of network connectivity in mental health, shifting focus from severity to variance may resolve these inconsistencies. Network theory offers a powerful causal framework for explaining the development, maintenance, and evolution of mental health disorders.
Chapter 4: Using language in social media posts to study the network dynamics of depression longitudinally

4.1 Introduction

Network theories of mental illness propose that disorders like depression emerge from cascades of casual interactions that occur between symptoms (Borsboom & Cramer, 2013). In contrast to traditional frameworks that suggest symptoms are indicators of a single underlying disease state, network theories posit that these symptoms and their interactions are actually what drive these conditions. For example, diminished feelings of worth, compounded by insomnia, may lead to a loss of energy, resulting in weight gain and a decreased ability to think and concentrate. Positive feedback among these symptoms is thought to contribute to the maintenance of a depressive episode (Cramer et al., 2016; Smith et al., 2018).

Preliminary support for network theory has come from studies comparing the network structure of self-reported depressive symptoms between groups of individuals with and without a diagnosis, or before and after some intervention. Individuals with depression, compared to individuals without depression, are thought to have greater connectivity between depression symptoms, reflecting an elevated vulnerability to ‘knock-on effects’, that may result in fairly sudden and persistent changes in depression (Cramer et al., 2016). This has been partially born out in the data; studies have shown that patients with depression have increased connectivity among depression symptoms compared to healthy controls (Lee Pe et al., 2015; Santos et al., 2017; Wigman et al., 2015) and the same is true for several other mental health conditions (Heeren & McNally, 2017; Jimeno et al., 2020; Segal et al., 2020; van Rooijen et al., 2018). Moreover, participants who go on to have persistent depression have more strongly connected networks at baseline than those who later enter remission (McElroy et al., 2019; C. van
Borkulo et al., 2015) and the same appears to be true for patients with eating disorders who undergo treatment (Smith et al., 2019). As a change in a system’s state approaches, e.g., onset of a depressive episode, network connectivity is expected to increase, reflecting elevated vulnerability, as the system becomes less and less able to recover from external stress (Chen et al., 2012; Dakos et al., 2009; Scheffer et al., 2009). One study found some evidence that network connectivity increases approaching a depressive episode, although these effects did not directly capture the onset of an episode and were not shown within-subject (van de Leemput et al., 2014).

Despite these results, recent studies have yielded some inconsistent findings. Another study failed to extend the findings of Van Borkulo and colleagues (2015) to an adolescent sample – finding instead no difference in baseline network connectivity in patients who went on to have worse outcomes (Schweren et al., 2018). Furthermore, several studies have failed to find evidence for one of the key predictions of network theory, that individuals who recover (e.g., following treatment) show reductions in their network connectivity. In fact, several studies have actually shown an increase in network connectivity following treatment for depression (Berlim et al., 2020; F. M. Bos et al., 2018; McElroy et al., 2019; Snippe et al., 2017).

One explanation for the lack of consistent findings is that the majority of prior work has been based on networks constructed from group-level symptom correlations (i.e., between-subject, cross-sectional). An alternative approach is to construct networks based on repeated assessments gathered from the same individual over time (i.e. within subject, longitudinal), which allows one to characterize each individual’s network structure, sometimes referred to as a personalised network (S. Epskamp, C. D. van Borkulo, et al., 2018). This may be an important distinction, because it is unclear to what extent cross-sectional networks capture how symptoms causally relate to one-another over time, within an individual. This issue was addressed empirically when researchers analysed the same dataset in multiple ways, allowing them to directly compare the structure of cross-sectional networks versus personalized ones (Bos et al., 2017). They found that the two analysis approaches can sometimes yield different results, including different
associations between symptoms and finding that different symptoms were the most central.

We therefore considered if the inconsistent findings in the field of network analysis and mental health to date might stem from the over-reliance on cross-sectional methods for characterizing network structure. Longitudinal studies are needed to test some of the key predictions of network theory, such as whether network connectivity increases as someone transitions from a healthy to acutely ill state. We know of only two network studies that attempted to measure symptoms within the same individual over a long enough period to capture a naturally occurring change in mental health state. These two examples are both single-subject observational studies. Wichers et al., (2016) reported data from a single patient over 239 days, a period of time that spanned the transition into a depressed state, concluding that the patient’s network connectivity increased prior to the onset of the depressive episode, though data were insufficient for a formal analysis (Wichers et al., 2016). In a longitudinal study of one patient with psychosis, researchers similarly observed a qualitative increase in network connectivity during both an impending and full relapse (Bak et al., 2016). While these studies are suggestive, larger samples and formal statistical tests are needed to address one of the most fundamental predictions of network theory of mental illness - does network connectivity increase during a depressive episode? The present study aimed to fill this gap by comparing the connectivity of networks within versus outside a depressive episode. Rather than using self-report symptoms, however, we used linguistic features associated with depression posted by users on the social media platform Twitter (Coppersmith, Dredze, Harman, & Hollingshead, 2015; De Choudhury, Gamon, et al., 2013; Edwards & Holtzman, 2017; Zimmermann et al., 2013).

One reason that studies addressing this question are lacking is because the data required is challenging to gather; multiple assessments are required per day, per participant, over several weeks or months. Challenges are compounded by the need for a naturally occurring depressive episode to have its onset during this period. To circumvent these challenges, we utilized an alternative to ecological momentary assessment (EMA). Instead of asking participants to report their mood, motivation, sleep etc. daily over a prolonged period of time, we analysed
depression-associated textual data already archived on Twitter, a social media platform. We analysed data over a 12-month period from nearly 1,000 participants that in some cases spanned the onset of a depressive episode. Central to our approach are prior observations that individuals with depression, both people with a clinical diagnosis and those with self-reported depression symptoms, have significant linguistic differences in both their writing and speech patterns compared to those without depression. For example, individuals with depression use significantly more 1st person singular pronouns than individuals without depression in personal essays (Molendijk et al., 2010; Rude et al., 2004) and semi-structured interviews (Zimmermann et al., 2017), which is thought to reflect enhanced self-focused attention that occurs in a depressed state (Edwards & Holtzman, 2017). Along with changes in pronoun use, depression is associated with negatively biased cognitive distortions, e.g., “everyone thinks that I am a loser” (Bathina et al., 2021). These findings are also observable in social media posts (Coppersmith et al., 2014; Coppersmith, Dredze, Harman, & Hollingshead, 2015; De Choudhury, Gamon, et al., 2013; Eichstaedt et al., 2018), and include increased use of swear and negation words, anger, references to death, and changes in the use of articles and other pronouns (Al-Mosaiwi & Johnstone, 2018; De Choudhury et al., 2014).

People with depression are also less active on Twitter in the early morning (3am-6am) than healthy controls exhibiting an altered circadian rhythm, but also used significantly more personal pronouns, negative affect words, and rumination words during this time. Language usage on social media is thus not static, instead changing over time reflecting underlying changes in a participant’s mental health (Ten Thij et al., 2020). By examining longitudinal data, we can examine fluctuations in time within-subjects, allowing us to ask if these depression-associated linguistic features become more connected when someone is in the midst of a depressive episode. For example, when a person is more self-focused, using words like “I”, “me” and “my”, is that person also more anxious, angry or sad? Is that association stronger when someone is currently depressed than when they feel well? This sort of data has the benefit of being objective and relatively plentiful, but the mapping of these linguistic features onto to specific self-reported symptoms diagnostic of depression (such as sadness, sleep disturbances and motivation) has never been formalised and needs considerable further study. With these limitations in mind, we tested if, similar to what has been predicted for self-
report symptoms, depression-associated linguistic features are more interconnected in individuals who have greater self-report depression severity and become more connected, within-subject, during a depressive episode. We first constrained our analysis to networks constructed from 9 text features (Coppersmith et al., 2014; De Choudhury, Gamon, et al., 2013; Reece et al., 2017) that previously studies have linked to depression in the literature to ensure the independence of our analyses, but we subsequently test if our results generalize to a range of networks constructed from depression-associated linguistic more broadly.

In this work, we show that participants with greater depression severity have higher overall network connectivity among a network of 9 a priori selected depression-relevant linguistic features. Among participants with self-reported depressive episodes, we found that network connectivity is higher within vs. outside an episode. These results were not dependent on our chosen network; networks constructed from random samples of depression-related linguistic features are significantly more connected during a depressive compared to networks of depression-irrelevant linguistic features. Our study illustrates that Twitter data, albeit noisy, can be used as an alternative to ecological momentary assessment to study depression longitudinally and in this case, test key predictions of network theory.
4.2 Methods

4.2.1 Participants

We recruited 1,713 participants for this study. The majority were recruited on Clickworker (N = 1,395), an online worker platform, and were paid €2.5 for their participation. A smaller number participated voluntarily (i.e., without payment) and were recruited through general advertising on Twitter and in print media (N = 318). Participants were included for analysis if they were at least 18 years old and had a Twitter account with at least 30 days of tweets and if at least 50% of their tweets were in English. They were also required to pass an attention check, a combination of a captcha and an item with an obvious correct response (“Please select ‘A little’ if you are paying attention”). Of the 1,713 participants recruited, 99 were excluded due to failing the attention check and a further 668 participants were excluded for either not having at least 30 days of tweets or fewer than 50% of their tweets were in English. After excluding these participants, 946 participants were brought forward for analysis. Participants had a mean age of 29.6 years (SD: 10.6, range: 18-66), a majority were female (65.2%), currently unemployed (51.6%), and resided in either the U.K. (35.9%) or U.S. (50.7%).

Participants reported more than half (59.0%) of the sample reported at least one depressive episode in the past year (mean: 1.56 episodes, SD: 0.81) with an average duration of 104.06 days (SD: 97.06) and 45.7% reported being diagnosed
by a physician with depression at some point in their life. Participants were asked to self-report the dates of any depressive episodes in the past year; a depressive episode was defined as a period of at least two weeks with low mood and loss of interest or pleasure in activities every day or nearly every day. Participants that reported at least one depressive episode tweeted ($\beta = 84.7$, $SE = 38.4$, $p = 0.03$) and liked the Tweets of others ($\beta = 193.8$, $SE = 70.0$, $p = 0.006$) more frequently than participants without a depressive episode, but did not retweet significantly more ($\beta = 49.8$, $SE = 32.6$, $p = 0.13$). Individuals who reported a depressive episode in the past 12 months were younger ($\beta = -2.2$, $SE = 0.70$, $p = 0.002$), more female ($\chi^2(5, N=946) = 26.0$, $p < 0.001$), less likely to be employed ($\chi^2(1, N=946) = 4.3$, $p = 0.04$), and more likely to have been diagnosed with depression by a physician ($\chi^2(1, N=946) = 178.5$, $p < 0.001$). Individuals that reported a depressive episode were also more likely to have a lower educational attainment than those without a depressive episode ($\chi^2(6, N=946) = 28.0$, $p < 0.001$). There was no significant difference in country of residence for individuals with versus without a depressive episode ($\chi^2(5, N=946) = 8.1$, $p = 0.15$) (Table 4.1). Participants recruited through Clickworker tweeted ($\beta = -217.8$, $SE = 41.5$, $p < 0.001$), retweeted ($\beta = -162.0$, $SE = 35.4$, $p < 0.001$), and liked other posts ($\beta = -227.0$, $SE = 76.5$, $p = 0.003$) significantly less than people who were not paid for their participation (Table S1 in 7.3.1 Supplementary Materials). Furthermore, although there was no difference between groups in the percentage of depressive episodes in the past year ($\chi^2(1, N=946) = 0.42$, $p = 0.52$), paid participants were significantly less likely to have been ever been diagnosed by a physician with depression ($\chi^2(1, N=946) = 6.9$, $p = 0.01$).
<table>
<thead>
<tr>
<th></th>
<th>Full Sample N = 946</th>
<th>No Depressive Episode N = 388</th>
<th>Depressive Episode N = 558</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Twitter Behaviour</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tweets</td>
<td>356.1 (581.4)</td>
<td>306.1 (517.2)</td>
<td>390.8 (620.2)</td>
<td>0.03*</td>
</tr>
<tr>
<td>Retweets</td>
<td>276.0 (494.1)</td>
<td>246.7 (468.0)</td>
<td>296.5 (510.8)</td>
<td>0.13</td>
</tr>
<tr>
<td>Likes</td>
<td>1097.7 (1062.7)</td>
<td>983.4 (996.6)</td>
<td>1177.2 (1100.2)</td>
<td>0.006**</td>
</tr>
<tr>
<td>Recruitment Type (% Paid)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word count per day</td>
<td>131.6 (127.7)</td>
<td>115.2 (114.8)</td>
<td>143.1 (134.9)</td>
<td>0.001**</td>
</tr>
<tr>
<td>Age (years)</td>
<td>29.6 (10.6)</td>
<td>30.8 (11.3)</td>
<td>28.7 (10.1)</td>
<td>0.002</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>304 (32.1%)</td>
<td>147 (37.9%)</td>
<td>157 (28.1%)</td>
<td>&lt;0.001***a</td>
</tr>
<tr>
<td>Female</td>
<td>617 (65.2%)</td>
<td>240 (61.9%)</td>
<td>377 (67.6%)</td>
<td></td>
</tr>
<tr>
<td>Transgender Male</td>
<td>6 (0.6%)</td>
<td>0 (0%)</td>
<td>6 (1.1%)</td>
<td></td>
</tr>
<tr>
<td>Transgender Female</td>
<td>1 (0.1%)</td>
<td>1 (0.3%)</td>
<td>0 (0%)</td>
<td></td>
</tr>
<tr>
<td>Non-Binary</td>
<td>15 (1.6%)</td>
<td>0 (0%)</td>
<td>15 (2.7%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.3%)</td>
<td>0 (0%)</td>
<td>3 (0.5%)</td>
<td></td>
</tr>
<tr>
<td>Country</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>44 (4.7%)</td>
<td>24 (6.2%)</td>
<td>20 (3.4%)</td>
<td>0.15a</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>339 (35.8%)</td>
<td>147 (37.9%)</td>
<td>192 (34.4%)</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>480 (50.7%)</td>
<td>188 (48.5%)</td>
<td>292 (52.3%)</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>42 (4.4%)</td>
<td>13 (3.4%)</td>
<td>29 (5.2%)</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>15 (1.6%)</td>
<td>4 (1.0%)</td>
<td>11 (2.0%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>25 (2.6%)</td>
<td>12 (3.1%)</td>
<td>14 (2.5%)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>16 (1.7%)</td>
<td>4 (1.0%)</td>
<td>12 (2.2%)</td>
<td>&lt;0.001***a</td>
</tr>
<tr>
<td>High school</td>
<td>190 (20.1%)</td>
<td>66 (17.0%)</td>
<td>124 (22.2%)</td>
<td></td>
</tr>
<tr>
<td>Some university</td>
<td>317 (33.5%)</td>
<td>108 (27.8%)</td>
<td>209 (37.5%)</td>
<td></td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>285 (30.1%)</td>
<td>142 (36.6%)</td>
<td>143 (25.6%)</td>
<td></td>
</tr>
<tr>
<td>Master's degree</td>
<td>104 (11.0%)</td>
<td>53 (13.7%)</td>
<td>51 (9.1%)</td>
<td></td>
</tr>
<tr>
<td>Professional degree</td>
<td>15 (1.6%)</td>
<td>4 (1.0%)</td>
<td>11 (2.0%)</td>
<td></td>
</tr>
<tr>
<td>Doctorate</td>
<td>19 (2.0%)</td>
<td>11 (2.8%)</td>
<td>8 (1.4%)</td>
<td></td>
</tr>
<tr>
<td>Currently Employed (%)</td>
<td>458 (48.4%)</td>
<td>204 (52.6%)</td>
<td>254 (45.5%)</td>
<td>0.04**a</td>
</tr>
</tbody>
</table>
Table 4.1: Demographic and Twitter use characteristics of sample

Twitter and demographic characteristics of all participants along with differences between participants with and without a depressive episode.

*p < 0.05, **p < 0.01, ***p < 0.001 a Chi-square test

4.2.2 Procedure

After providing informed consent, participants were asked to complete a self-report questionnaire and provide their Twitter handle which was used to collect the most recent (max 3,200) tweets and (max 3,200) likes from their account. Tweets were collected using a data collection app written in Python using the Twitter developer’s Application Programming Interface. Participants were asked to provide their age, gender, country of residence, current employment status, and highest educational attainment. They were also asked if they have ever been diagnosed by a physician with depression and if yes to provide the approximate date of diagnosis. Next, they completed a self-report depression questionnaire to establish their current symptom severity levels. In the first wave of recruitment, 263 participants completed the Centers for Epidemiologic Studies Depression scale (Turvey et al., 1999) (CES-D 8). In subsequent recruitment waves, the remaining 1,450 participants completed the Zung Self-Rating Depression Scale (SDS) (Zung, 1965) instead. We combined scores from the two depression scales by standardizing each scale by its mean and standard deviation. Finally, participants were asked to report up to five depressive episodes in the past year. A depressive episode was defined as a period of at least two weeks in which the participant felt both low mood and loss of interest or pleasure in hobbies and activities nearly every day for most of the day. We chose this definition to increase the sensitivity for detecting depressive episodes and to reduce participant burden by only requiring the two essential components of a depression diagnosis. Episodes were recoded to be “not depressed” if they were shorter than 2 weeks in duration and were merged together if separated by fewer than 2 weeks (effectively recoding intervening days as also being depressed).
4.2.3 Pre-processing and Text Analysis

We restricted our analysis to tweets published in the 12 months prior to survey completion. Before text analysis, extraneous information was removed from tweets including: reply symbol (@), hashtag symbol (#), emojis, punctuation, links (URLs), and all other non-alphanumeric characters. Periods, exclamation points, and question marks were the only punctuation retained because they are necessary to calculate the number of words per sentence. Tweets were aggregated into daily bins and text analysis was then performed on all tweets published per day per user. Daily observations were chosen to increase the amount of text for reliable estimation of text features. Text analysis of daily Tweets was carried out using the Linguistic Inquiry and Word Count (LIWC 2015) dictionary (Pennebaker et al., 2015). The LIWC is a dictionary comprised of approximately 6,400 words and word-stems with 90 different output variables including: linguistic characteristics (e.g., articles and pronouns), psychological constructs (e.g., sadness and positive emotions), and general text information (e.g., punctuation and word count). The LIWC has been used in prior studies that reported a relationship between Twitter sentiments, text features, and depression (De Choudhury, Gamon, et al., 2013; Reece et al., 2017). As an initial step to verify that these features were picking up depression symptomology, we averaged each feature over the past 12 months and then tested for correlation with current depression severity.

Among the 9 averaged LIWC text features, any value more than 3 standard deviations from the group mean for that text feature was subsequently removed. Approximately 1.1% of data in the full sample of participants was excluded using this criterion.

4.2.4 Feature Specification

We selected 9 LIWC text features a priori for network analysis based primarily (but not wholly) on the findings of de Choudhury et al. (2013), who found that the following text features had relevance to self-reported depression severity: 1st person singular (“1st Pers. Sing.”, 24 words incl. “I”, “me”, “mine”), 1st person plural (“1st Pers. Pl.”: 12 words incl. “we”, “our”), 2nd person (“2nd Pers.”, 30 words incl. “you”, “your”), and 3rd person ( “3rd Pers.”, 28 words incl. “she”, “they”) pronouns,
negative (“Neg. Emo.”: 744 words incl. “hurt”, “ugly”) and positive emotions (“Pos. Emo”: 620 words incl. “love”, “nice”), swear (“Swear”: 131 words incl. “damn”), articles (“Articles”: 3 words: “a”, “an”, “the”), and negation (“Negate”, 62 words, incl. “not”, “never”) words. Specifically, these words were found to have either a significant change in mean, variance, momentum, or entropy in their sample at a stringent correction for multiple comparisons. Based on findings from prior work, however, we did not average the two 1st person pronouns plural and singular together into a single 1st person pronoun category. Prior work has shown they have bidirectional associations to depression and indeed, we confirmed this in our data as well (Coppersmith, Dredze, Harman, & Hollingshead, 2015; De Choudhury et al., 2014; Lyons et al., 2018). Using the LIWC, we calculated the proportion of text on each day with tweets in the past year that included words from each of the LIWC’s 87 categories. This resulted in a time-series for each of the 87 text feature categories for each participant. Days without tweets were not considered or assigned any value and consequently participants who tweet less often had fewer days in their time series than participants who tweeted every day.

4.2.5 Network Analysis

Networks were constructed by examining the correlation between these text feature time series (nodes), using regularized partial correlations to determine the contemporaneous association between text features (S. Epskamp, D. Borsboom, et al., 2018). The contemporaneous association is based on the residuals of the lag-1 correlation and removes any temporal effects due to other variables measured at the same time point (S. Epskamp, C. D. van Borkulo, et al., 2018; Wild et al., 2010). Individual node strength, the sum of the absolute values of partial correlations into a node, and global network strength, average of node strength across all nodes, are the primary indicators of network connectivity in psychological networks. Personalised networks were estimated for each participant using the graphicalVar (version 0.2.4) package with LASSO regularisation. Regularized partial correlations control for associations between all other nodes in a network with high specificity. Consequently, an edge that is present in a regularized network likely presents a true edge rather than a false positive. However, as we were not focused on particular edges between nodes, but rather the broader characterisation of ‘connectedness’, we set the
hyperparameter (gamma) to 0, which, although still regularised, causes the model to prefer more connections over fewer. This avoided a situation where many edges would be returned as 0 and is the same approach applied in a prior study using cross-sectional networks (C. van Borkulo et al., 2015). A range of 10 tuning parameters (lambdas) was considered for each person’s model (nLambda=10).

4.2.6 Network Connectivity of a priori Network and Current Depression

Using this method, we first estimated personalised networks for all participants (N = 946) and created a mean of these personalised networks to describe the network’s overall composition regarding strength, closeness, and betweenness centrality. Any individual node strength value, among the 9 LIWC text features, that was greater than 3 standard deviations from that node’s group mean was excluded from analysis. Using this exclusion criterion, approximately 2.5% of all node strength values were omitted. In order to test for the reliability of edge strengths in the network, we split our sample into two equal halves, calculated personalised networks for all participants, and then correlated the mean edge strengths between the two halves. We found that among the 36 unique edges in the network, there was a high degree of reliability between the split halves (r(36) = 0.99, p < 0.001). The edge strength between Neg. Emo. and Swear was much stronger than between other edges, reliability was r(35) = 0.97, p < 0.001 when we exclude this edge. Because individual networks tended to be sparse, the average of most edges tended towards zero leading to a high correlation between split halves (Figure S1a in 7.3.2 Supplementary Materials). Global network strength was not normally distributed (Shapiro-Wilk test, W = 0.95, p < 0.001) and had a rightward skew (Figure S1b in 7.3.2 Supplementary Materials). The strength centralities of most nodes, expect Swear and Neg. Emo. had a strong right skew due to the relative sparsity of those nodes (Figure S1c in 7.3.2 Supplementary Materials). Note we did not calculate closeness and betweenness centralities for individual networks due to edge sparsity and the strong correlation with strength centrality. To test if network connectivity based on the entire 12-month dataset was related to depression symptom severity, we correlated each individual’s network characteristics (i.e., network node strengths) with their current depression severity.
4.2.7 Change to a priori Network Within vs Outside Depressive Episodes

Among participants who reported a depressive episode, we estimated two separate personalised networks for each person, representing periods when they were within and outside a depressive episode, hypothesising that networks would be more tightly connected within compared to outside of an acute episode. Individuals were required to have at least 15 days of tweets both within and outside an episode. We compared network connectivity using regression with “depressive episode” (1 = within episode, 0 = outside episode) as a within-subjects variable predicting node strength. We did the same analysis predicting global network strength.

4.2.8 Stability Checks

Network analysis is made more robust by having fewer nodes and this was why the networks presented here are limited to 9 nodes (Mansueto et al., 2020). The number of nodes in the current study is well within the typical range (5-11) included in other network papers on depression (Berlim et al., 2020; McElroy et al., 2019; Schweren et al., 2018; Snippe et al., 2017; Wichers et al., 2016). We quantified network stability for each personalised network using the bootnet package (version 1.5). Stability was assessed by repeatedly dropping up to 75% of cases in the sample and correlating the resultant strength centrality to the estimate based on the full sample. Stability was quantified with the correlation stability coefficient (CS coefficient), with 1,000 bootstrapped samples, i.e., the maximum proportion of the sample which can be dropped to retain a 0.7 correlation with the full sample in 95% of cases. A simulation study by Epskamp, Borsboom, and Fried (2018) proposed using a threshold for CS coefficients above 0.50 to ensure that the ordering of centralities is interpretable. Personalised networks of all participants were found to be highly stable (mean strength CS coefficient: 0.65, SD: 0.12) along with networks constructed from within (mean strength CS coefficient: 0.50, SD: 0.23) and outside (mean strength CS coefficient: 0.64, SD: 0.13) a depressive episode.

4.2.9 Generalisability of findings to other depression networks
We based our initial analysis on an a priori network of text features previously linked to depression. The idea behind this was to be as conservative as possible and ensure independence of the selection of features from this dataset. Following this proof of principle, we tested if this finding would extend to other depression-associated linguistic networks (i.e., networks constructed from other text features that were significantly associated with depression severity). Crucially, this analysis controls for the possibility that networks of any kind would be more strongly connected within vs outside an episode. We thus hypothesised that networks comprising text features significantly associated with depression would show greater within subject changes in connectivity compared to those not associated with depression. To test this, we constructed a list of all depression-relevant and 1000 depression-irrelevant text features from LIWC, based on an arbitrary threshold of p<.05 for their bivariate association with depression severity (see Figure S5 for full list of associations in 7.3.10 Supplementary Materials). We then selected 1000 random sets of 9 features from each of the depression-relevant and irrelevant lists and estimated personalised networks for all 2000 sets. We did this twice for each participant, once based on Tweets that were published within an episode and once based on Tweets outside an episode. This allowed us to test if global network connectivity was greater within versus outside an episode for each of the 2000 networks, using regression with “depressive episode” (1 = within episode, 0 = outside episode) as a within-subjects variable predicting node strength (exactly the same analysis as for the a priori network). Finally, we took the 2000 betas for the within-subjects variable ‘depressive episode’ in these analyses (Figure 4.4a: 1000 depression-relevant and 1000 depression-irrelevant betas) forward to a general linear regression to determine if the extent to which episodes became more connected during an episode was greater in depression-relevant compared to depression-irrelevant networks of language use.

**Control Analyses**

A range of control analyses are presented in the online supplement. These examine several potential confounding influences in network estimation. First, we noted that participants had more data (i.e., more days) outside an episode than within one. To control for the possibility that differences in the number of days might be driving our results, we (i) conducted a permutation test that randomised
the identifier “within episode” versus “outside episode” 1000 times within subject and (ii) ran an additional within-subjects regression analysis that included the number of days within and outside an episode as a covariate. Because 3rd person pronouns (she/he, they) were selected a priori, but not significantly associated with current depression severity in this sample, we repeated our analyses omitting this node to ensure our results were not affected by its inclusion. In the LIWC library, certain ‘supra-categories’ are inclusive of multiple sub-categories. For example, within the personal pronoun category are: 1st person singular/plural, 2nd person, 3rd person, and impersonal pronouns. To test if this had a material effect on our results, we repeated our analyses excluding these supra-categories and the results were unchanged (Figure S2 in 7.3.3 Supplementary Materials).

Mean personalised networks were visualised using the qgraph package (version 1.6.9). Between and within-subjects regression were preformed using the glm (version 3.6.1) and lmer packages (version 3.1-3). All statistical analyses were performed in R (3.6.1).
4.3 Results

We tested whether global personalised network connectivity, constructed from an a priori set of 9 depression-relevant linguistic features, is associated with baseline depression severity using Twitter data from 946 participants. In a subset of 286 participants, we sought to determine whether within-subject personalised network connectivity is greater within vs. outside a self-reported depressive episode. Finally, we checked whether changes in within-episode network connectivity generalised to 1,000 other combinations of 9-node networks.

4.3.1 Association of Twitter Text Features with Current Depression Symptomatology

As an initial step, we verified whether Linguistic Inquiry and Word Count (LIWC) text features averaged over the past year in our sample were significantly associated with current depression symptom severity (Table 4.2). Language pertaining to negative emotions (Neg. Emo), use of 1<sup>st</sup> person singular (1<sup>st</sup> Per. Sing), use of 2<sup>nd</sup> person pronouns (2<sup>nd</sup> Pers.), swear words (Swear), and negations (Negate) were significantly positively associated with current depression symptom severity. While use of 1<sup>st</sup> person plural pronouns (1<sup>st</sup> Pers. Pl.), articles (Articles), and words pertaining to positive emotions (Pos. Emo) were negatively associated with depression severity. There was no significant association with 3<sup>rd</sup>
person pronouns (3rd Pers.) (Figure 4.1). The proportion of days with Tweets within-subject that contained each of the 9 text features is presented in the online supplement (Table S2 in 7.3.5 Supplementary Materials). Swear words were the least frequently occurring text feature (Mean: 0.30, SD: 0.22), while articles were the most frequent (Mean: 0.80, SD: 0.14).

<table>
<thead>
<tr>
<th>TEXT FEATURE</th>
<th>EXAMPLES</th>
<th>WORDS PER FEATURE</th>
<th>BETA</th>
<th>SE</th>
<th>P-VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEG. EMO.</td>
<td>Hurt, Ugly</td>
<td>744</td>
<td>0.17</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1ST PERS. SING.</td>
<td>Me, I, Mine</td>
<td>24</td>
<td>0.14</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2ND PERS.</td>
<td>You, your</td>
<td>30</td>
<td>0.08</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>SWEAR</td>
<td>Damn</td>
<td>131</td>
<td>0.11</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>NEGATIONS</td>
<td>Not, Never</td>
<td>62</td>
<td>0.12</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1ST PERS. PL.</td>
<td>We, Our</td>
<td>12</td>
<td>-0.11</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ARTICLES</td>
<td>A, The, An</td>
<td>3</td>
<td>-0.11</td>
<td>0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>POS. EMO.</td>
<td>Love, Nice</td>
<td>620</td>
<td>-0.07</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>3RD PERS.</td>
<td>She, They</td>
<td>28</td>
<td>0.06</td>
<td>0.03</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Table 4.2: Association of average use of 9 a priori text features over a 12-month period with current depression symptom severity.

In terms of consistency with the prior literature, negative emotions (Coppersmith et al., 2014; Coppersmith, Dredze, Harman, & Hollingshead, 2015; De Choudhury, Counts, et al., 2013; Eichstaedt et al., 2018; Lyons et al., 2018; Tsugawa et al., 2015), 1st person singular pronouns (Coppersmith, Dredze, Harman, &
Hollingshead, 2015; De Choudhury, Counts, et al., 2013; De Choudhury et al., 2014; Edwards & Holtzman, 2017; Eichstaedt et al., 2018; Lyons et al., 2018; Rude et al., 2004), swear words (Al-Mosaiwi & Johnstone, 2018; Coppersmith et al., 2014; De Choudhury, Counts, et al., 2013; De Choudhury et al., 2014; Reece et al., 2017; Rodriguez et al., 2010), and negations (Al-Mosaiwi & Johnstone, 2018; De Choudhury, Counts, et al., 2013; De Choudhury et al., 2014; Leis et al., 2019) were shown to be positively associated with depression severity. While, positive emotions (Capecelatro et al., 2013; De Choudhury, Counts, et al., 2013; De Choudhury et al., 2014; Lumontod III, 2020; Molendijk et al., 2010; Rodriguez et al., 2010), 1st person plural (Coppersmith, Dredze, Harman, & Hollingshead, 2015; De Choudhury et al., 2014; Lyons et al., 2018), 2nd person (De Choudhury, Counts, et al., 2013; De Choudhury et al., 2014; Leis et al., 2019), and 3rd person pronouns (De Choudhury, Counts, et al., 2013; De Choudhury et al., 2014; Leis et al., 2019; Lyons et al., 2018; ODea et al., 2018) have been found to be negatively associated with depression. Article use has been found to be significantly associated with depression severity, although there is inconsistency regarding the direction of the effect (Al-Mosaiwi & Johnstone, 2018; Coppersmith, Dredze, Harman, & Hollingshead, 2015; De Choudhury et al., 2014; De Choudhury, Counts, et al., 2013; De Choudhury et al., 2014; Reece et al., 2017). We therefore replicated previously established directional associations for 6 (negative emotions, 1st person singular, 1st person plural pronouns, swear words, negations, and positive emotions) of 9 LIWC text features, but were unable to replicate negative associations for 2nd person (we found a significant positive association) and 3rd person plural pronouns (trend-level in the direction of a positive association). Given conflicting evidence surrounding the direction of associations between article use and depression in the existing literature, our finding of a negative association can be neither confirmatory or dis-confirmatory at this point. Directionality notwithstanding, we were thus broadly assured that the text features we selected showed relevance to depression. Therefore, we used this set of linguistic features as nodes upon which to construct personalised depressive networks.
Figure 4.1: Self-reported depression severity is associated with several text features derived from Tweets

a-i) Association between self-report depression symptom severity and the mean of LIWC text features over the past year. There is a significant association between self-reported depression and every LIWC text feature, except 3\textsuperscript{rd} person pronouns (Figure 4.1d). As we decided to construct networks based on these textual features a priori based on the work of de Choudhury et al. (2013), we nonetheless retained 3\textsuperscript{rd} person pronouns in the subsequent analyses. Uncorrected two-sided Pearson correlations.
4.3.2 Overall Depression Network Composition

We constructed personalised networks for each participant, based on these 9 depression-associated text features derived from Tweets posted over the 12 months preceding study enrolment. From these individual networks, we tested how network structure differed as a function of depression severity. In support of a central hypothesis of network theory, we observed a significant positive association between depression severity and global network strength ($\beta = 0.008$, $SE = 0.003$, $p = 0.002$) (Figure 4.2a). That is, those individuals with the highest levels of depression had the most tightly connected networks in the sample. Participants with higher depression severity had significantly larger node strength of negative emotions, swear words and articles [Neg. Emo: $\beta = 0.02$, $SE = 0.007$, $p = 0.007$; Swear: $\beta = 0.02$, $SE = 0.007$, $p = 0.009$; Articles, $\beta = 0.01$, $SE = 0.003$, $p < 0.001$] (Figure 4.2b). The overall network of depression-related linguistic features was characterised primarily by several weak positive connections, and one strong positive connection between negative emotions and swear words (Figure 4.2c). There was a significant positive association between number of days and global network connectivity ($\beta = 0.00009$, $SE = 0.00002$, $p < 0.001$) (Figure S3a in 7.3.4 Supplementary Materials). However, there was no significant association between number of days in the time-series with current depression severity ($\beta = 0.0002$, $SE = 0.0003$, $p = 0.43$) (Figure S3b in 7.3.4 Supplementary Materials) and the significant association with current depression severity remained after controlling for the number of days in each personalised network (Table S3 in 7.3.5 Supplementary Materials). Furthermore, our findings were not affected when networks were constructed without 3rd person pronouns, which had no significant association with current depression severity (Figure S4 in 7.3.6 Supplementary Materials).
**Figure 4.2: The connectivity of personalised networks of depression-relevant language is associated with individual differences in self-reported depression severity**

a) There was a significant positive association between global network strength and depression severity ($\beta = 0.008$, SE = 0.003, $p = 0.002$) (N = 946). b) Mean regression coefficients with 95% CIs for individual network node strengths, positive coefficients indicate increased node strength with greater depressive severity. There was a significant association between depression severity and the node strength of Neg. Emo ($\beta = 0.02$, SE = 0.007, $p = 0.007$), Swear ($\beta = 0.02$, SE = 0.007, $p = 0.01$), and Articles ($\beta = 0.01$, SE = 0.003, $p < 0.001$). c) Mean personalised network of all participants. Green and red lines indicate positive and negative associations respectively. Line widths represent edge strength between nodes, with larger widths corresponding to greater edge strength. Associations were not affected after adjusting for the number of days, a proxy for network stability, (Table S3 in 7.3.5 Supplementary Materials) nor were they altered by omitting 3rd person pronouns from the network (Figure S4 in 7.3.6 Supplementary Materials). \(^a\)Unadjusted two-sided Pearson correlation, \(^b\)Two-sided general linear regression unadjusted for multiple comparisons.

\(^*p < 0.05\), \(^{**}p < 0.01\), \(^{***}p < 0.001\)

### 4.3.3 Within-Subject Changes in Network Connectivity during Depressive Episodes

To test the hypothesis that networks of depression-associated linguistic features become more tightly connected during an episode, we compared network
connectivity within-subject for periods when participants were depressed versus non-depressed over the preceding 12-month period. This required the construction of two personalised networks per person – one ‘within episode’ and another ‘outside episode’ among a subset of the sample who reported an episode in the past 12 months (N=286). In line with our hypothesis, the networks of our participants had a significantly higher global network strength if constructed using language data gathered during an episode (‘within’) versus a time when they were not currently depressed (‘outside’) ($\beta = 0.03$, SE = 0.009, $p = 0.005$, Figure 4.3A). We found our results were robust to unequal variances in the distribution of global network strength with the Wilcoxon-Signed Rank Test ($V = 16,840$, $p = 0.009$). We also performed the analysis using a bootstrapped sample of 80% of the data and re-did the within-subject analysis 1,000 times as a strong control for skewed strength centrality distributions. We found that the distribution of within-episode regression coefficients was significantly above zero ($\beta = 0.03$, SE = 0.0001, $p < 0.001$) (Figure S5 in 7.3.7 Supplementary Materials). In terms of the specific nodes of the network, during a depressive episode, 1st person singular (1st Pers. Sing., $\beta = 0.03$, SE = 0.01, $p = 0.03$), 1st person plural (1st Pers. Pl., $\beta = 0.04$, SE = 0.01, $p = 0.002$), 2nd person (2nd Pers., $\beta = 0.03$, SE = 0.01, $p = 0.04$), 3rd person (3rd Pers., $\beta = 0.04$, SE = 0.01, $p < 0.001$), use of articles (Articles, $\beta = 0.04$, SE = 0.01, $p = 0.01$), and negation words (Negate, $\beta = 0.05$, SE = 0.01, $p = 0.001$) all had significantly larger node strengths than the same networks constructed during times when the participants were not currently depressed (Figure 4.3b).

Changes in node strength were not due to mean increases in the text features themselves, because there were no significant differences among any of the text features within versus outside an episode (Table S4 in 7.3.9 Supplementary Materials). However, within-and outside episode networks of these participants had an average duration of 80.8 days (SD: 61.7) and 171.5 days (SD: 85.6) respectively, meaning that on-average participants spent considerably more time in a non-depressed state than in a depressed one ($\beta = -90.8$, SE = 6.2, $p < 0.001$, Figure S3c in 7.3.4 Supplementary Materials). This gave us cause for concern as we noted a significant negative association between global network connectivity and the number of days that within-episode networks were based on ($r = -0.16(286)$, $p = 0.01$) (Figure S3d in 7.3.4 Supplementary Materials). The
relationship is non-linear with the largest global connectivity values found during short (i.e., under 30 days) within-episode periods despite the removal of outliers. Additionally, there was a significant interaction such that the direction of association between the number of days of data and network strength depended on whether the data was from within vs. outside an episode ($\beta = 0.0005$, $SE = 0.0001$, $p < 0.001$). We reasoned, therefore, that the difference in number of days upon which within vs outside episode networks were based presented a potential confound to interpretation. Indeed, a permutation test that randomly shuffled the identifier (within-episode with outside-episode) within each participant showed a greater bias towards elevated connectivity for those (fake) within-episode periods than would be expected by chance ($\hat{\beta} = 0.007$, $SE = 0.0002$, $p < 0.001$; Figure S6 in 7.3.8 Supplementary Materials). Importantly, however, 99.3% of the betas observed were smaller than in the real unshuffled data, meaning that over and above any bias introduced by differences in the number of days within/outside episode, the true designation of being within an episode led to higher network connectivity. Consistent with this, after adjusting for the number of days in our regression, the significant increase in global network connectivity within versus outside an episode was reduced, but still statistically significant ($\beta = 0.02$, $SE = 0.01$, $p = 0.02$). Of the individual node strengths examined, only articles (Articles, $\beta = 0.03$, $SE = 0.02$, $p = 0.04$) still had a significantly larger node strength within an episode. Thus, the finding of increased network connectivity within versus outside an episode for our a priori depression network survived correction for the number of days within episode.
Figure 4.3: Personalised network connectivity increases during a depressive episode for specific symptoms

a) Regression coefficients for global network strength and b) mean individual network node strengths with 95% CIs for personalised networks of participants (N = 286) with a depressive episode in the past year for periods within and outside an episode, corrected for number of days. There was a significant increase in global network strength ($\beta = 0.03$, SE = 0.009, $p = 0.005$) and, among individual nodes, a significant increase in 1st person singular (1st Pers. Sing., $\beta = 0.03$, SE = 0.01, $p = 0.03$), 1st person plural (1st Pers. Pl., $\beta = 0.04$, SE = 0.01, $p = 0.002$), 2nd person (2nd Pers.), $\beta = 0.03$, SE = 0.01, $p = 0.04$), 3rd person (3rd Pers., $\beta = 0.04$, SE = 0.01, $p < 0.001$), use of articles (Articles, $\beta = 0.04$, SE = 0.01, $p = 0.01$), and negation words (Negate, $\beta = 0.05$, SE = 0.01, $p = 0.001$) node strength with an episode. Regression coefficients are derived from a within-subject linear model and no adjustments were made for multiple comparisons. The boxplot depicts the median (centre line), upper and lower quartiles, i.e., interquartile range, whiskers, i.e., +/- 1.5x interquartile range. a,b Unadjusted two-sided within-subject regression model.

*p < 0.05, **p < 0.01, ***p < 0.001
4.3.4 Generalisability of findings to other depression networks

The network of depression-associated features that we constructed was based on features previously described in the literature, and designed to ensure the independence of our analysis from mean-level effects or indeed noise in the present dataset. But it is important to note that this is not the only depression-related linguistic network that can be constructed from these data, nor is it necessarily the best. Of the 87 LIWC text features at our disposal, 59% were significantly associated with current depression severity at an uncorrected p<0.05 level. Bivariate correlations between all LIWC text features and current depression severity can be found in the supplementary material (Table S5 in 7.3.10 Supplementary Materials). We thus tested if our results held when networks were constructed from different sets of 9 randomly selected text features associated with current depression severity. Networks of text features associated with depression have significantly larger within-episode connectivity than those of networks not associated with depression (β = 0.01, SE = 0.0005, p < 0.001, Figure 4.4a). The network with the largest increase in within-episode connectivity (Figure 4.4b) included the following depression relevant features: 1st person singular pronouns (“1st Pers. Sing”), clout (“Clout”: non-transparent summary variable indicating social status/leadership), personal pronouns (“Pers. Pron.”, e.g. you, they), function words (“Function” e.g. on, and), tentative (“Tentative”, e.g. maybe), negative emotions (“Neg. Emo.”, e.g. ugly), power (“Power”, e.g. superior), negation (“Negate”, e.g. not), and achieve (“Achieve”, e.g. win). In the top 100 depression relevant networks, time and tentative words were found in 30% of networks (Figure 4.4c). Our a priori selected network is consequently not the only network with elevated within-episode connectivity nor is it the network with the largest increase in connectivity. But rather is part of a general trend that networks constructed from depression-relevant language features have greater connectivity when in the midst of a depressive episode.
Figure 4.4: The generality of within-subject changes in network connectivity to other depression-relevant networks

a) Effect of episode on global network connectivity in 2000 random networks constructed from text features either significantly (light grey, N=1000) or not significantly (dark grey, N=1000) associated with current depression severity in bivariate correlations at the alpha = 0.05 level. The dark grey and light grey dashed lines indicate the means of the depression irrelevant and relevant distributions respectively. Approximately 59% of LIWC text features were significantly associated with current depression. After adjusting for the number of days, networks of text features associated with depression have a significantly larger regression coefficient indicating elevated within-episode network connectivity (β = 0.01, SE = 0.0005, p < 2e-16). The effect of within-episode period in our network selected a priori is shown by a dashed blue line. Unadjusted two-sided general linear regression model

b) For illustration purposes, we show the personalised network with the largest increase in within-episode connectivity (N = 1 network). Nodes correspond to 1st person singular pronouns (“1st Pers. Sing.”), clout (“Clout”: non-transparent summary variable indicating social status/leadership), personal pronouns (“Pers. Pron.”, e.g. you, they), function words (“Function” e.g. on, and), tentative (“Tentative”, e.g. maybe), negative emotions (“Neg. Emo.”, e.g. ugly), power (“Power”, e.g. superior), negation (“Negate”, e.g. not), and achieve (“Achieve”, e.g. win).

c) Text features most likely to appear in networks sensitive to within-subject changes in depression status. Tentative and time related words were found in
30% of the 100 depression relevant networks found to be most sensitive to episode.

*p < 0.05, **p < 0.01, ***p < 0.001

4.4 Discussion
The network theory of mental illness posits that causal interactions between symptoms result in positive feedback loops that lead to the development and maintenance of poor mental health episodes. This theory generates a range of predictions that have been difficult to examine in self-reported depression symptom data due to the difficulty in collecting large volumes of longitudinal self-report data. We adopted an approach to test these predictions by studying time series of linguistic features that are associated with depression, extracted from the social media platform Twitter. These linguistic features are outwardly observable indicators of a range of internal states that prior work as shown to be relevant to depression. While these linguistic features of depression cannot be directly mapped to individual clinically recognised symptoms, we nonetheless posited that they might interact and serve to reinforce one-another just as has been predicted by network theory for classic symptoms of depression. We predicted that networks constructed from these depression-relevant language features would be more strongly connected in those with higher levels of depression severity and moreover that they would become even more tightly connected when people were in a depressed state.

To test these initial predictions, we took a conservative approach in using 9 a priori text features with previously established relevance to depression from archival Twitter data. We found significant associations between 8 of 9 text features selected and current depression severity, of which 6 were consistent with now well-established directionality in the literature. These included positive associations between the use of 1st person singular pronouns and negative emotions and depression symptom severity. Next, we constructed personalized networks from these 9 features and found that higher levels of current depression severity were associated with greater connectivity of our a priori depression-associated linguistic network across participants. Crucially, we then leveraged the longitudinal nature of this dataset to study how connectivity changes within-subject as their mental health changes. Participants retrospectively reported periods of time when they had a depressive episode in the past year and we constructed networks for ‘within’ and ‘outside’ these dates. We demonstrated that the connectivity of depression-related linguistic networks increased within-subject as participants moved into periods of depression. This was true of our a priori
network, but crucially also for a range of 9-node networks constructed from randomly selected text features that had related to overall cross-sectional depression symptom severity. That is, networks constructed from depression-relevant text features were more likely to become tightly connected during an episode than networks constructed from depression-irrelevant text features.

Network theory offers a compelling explanation for the heterogeneity of disorders (E. I. Fried & R. M. Nesse, 2015) and are supported by patients’ experiences of causal relationships between symptoms (Frewen et al., 2012; Frewen et al., 2013) and the efficacy of cognitive behavioural therapy, which aims in part to diminish associations between symptoms (Beck, 1979). However, there has been conflicting evidence in the literature regarding whether individuals with a mental illness have greater symptom network connectivity than healthy participants (Hakulinen et al., 2020). These results can partially be explained by the over reliance on cross-sectional data, which potentially averages out individual differences in network connectivity. Two prior studies found preliminary within-subject evidence of an increase in network connectivity during an acute phase of mental illness (Bak et al., 2016; Wichers et al., 2016). However, both involved only one participant. In this study, we established an increase in within-subject connectivity of a depression-relevant network during a depressive episode in a large sample. Crucially, we also leveraged Twitter text features as a tool for estimating personalised depression networks, rather than using self-report data. While that can be construed as a strength of our investigation, it is also a major weakness; there remains a critical gap in testing if self-reported symptoms would behave in a similar manner.

Using network analysis to understand individual vulnerability to depression is a promising avenue for potentially developing novel and personalized interventions. This is because symptoms with a high strength centrality are thought to have a disproportionate ability to activate or deactivate other symptoms. For example, evidence from a cross-sectional social anxiety disorder network suggests that changes in the most central symptoms in anxiety networks are predictive of more distributed changes in symptoms (Rodebaugh et al., 2018). In a prospective study of anorexia nervosa patients, higher levels of the most central symptoms at baseline were negatively associated with successful recovery (more so than less
central symptoms) (Elliott et al., 2019). However, a major caveat of research thus far is the use of cross-sectional networks to derive key insights – in some cases these align with personalised networks, but in others not (Bos et al., 2017). It is hoped that a push towards the development of more individualised approaches to network estimation will allow us to translate these basic findings into clinical practice. This might take the form of targeting symptoms that are, for the individual, most central, thereby preventing an individual from developing a disorder in the first place (Fried et al., 2017). To realise this potential, interpretable depression features will likely be essential. While we believe our data shows an interesting generalisation of network theory beyond self-report symptoms, more work will be needed to extract clinically actionable insights, if they exist, from the study of linguistic features of depression.

Our study was not without limitations and caveats. First, we are not suggesting that Twitter posts will ever (or should ever) be used to make clinical decisions. People on social media tend to selectively express their emotions, i.e. impression management, which obfuscates their true emotional state (Newman et al., 2011). Some use these platforms for work, to sell things, for self-promotion and in some cases, to vent their emotions. Therefore, the indirect assessment of depression-relevant language through text analysis will always lead to data that is substantially nosier than otherwise obtained via ESM and would never be of sufficient quality, in our view, to make individualised predictions. Indeed, the effect sizes reported here are low. This is in part because the linguistic features in tweets have low correlations with overall depression severity and also because our definition of a depressive episode was broader than is typical and based on a retrospective report. It therefore remains of key importance to establish if networks of goal-standard assessments of self-report depression symptoms display the same characteristics of the linguistic features studied here and to establish if effect sizes are clinically meaningful in such datasets. That said, we believe the present findings are of significant theoretical importance in two key ways.

First, in a large enough sample, we can use noisy data like this to test key aspects of network theory. The broad alignment of our findings with the prior literature (e.g., overall association of network connectivity and depression severity) and predictions of network theory (e.g., within subject changes in connectivity during
episodes) affirm there is clear signal in these data. There is significant potential, we believe, in using such data to answer questions that are otherwise practically impossible using EMA. Second, the proof of principle established here suggests that other sources of linguistic data that are potentially more indicative of current mood (e.g., text messages, speech) could be mined to help deliver personalized warning signs to individuals. In this context, it is noteworthy to also acknowledge that our ground-truth measure with respect to depressive episodes is a retrospective report and likely subject to errors in recall. This would only serve to diminish our effect size further, which in our view, makes our results more compelling. In a real-world context, it is likely that changes in connectivity associated with episodes of depression are stronger than reported here.

Other limitations to our data include the fact that social media users tend to be younger, better educated, wealthier, and politically more liberal than the general population, posing potential generalizability problems (Mellon & Prosser, 2017b; Wojcik & Hughes, 2019). Additionally, online workers on platforms similar to ClickWorker have their own unique sociodemographic profile and crucially, endorse higher rates of a range of mental health problems than the general public (Ophir et al., 2020; Shapiro et al., 2013). In the present study, a large proportion of participants had received a mental health diagnosis in the past and more than half reported a depressive episode in the past year. The high rates of the latter were likely partially inflated by our decision to require just 2 symptoms of depression (low mood and reduced interest) to have been present consistently for a two-week period (instead of the usual 5 of 7)(Association, 2013), but are likely to be partially due to the known profile of online workers. It remains to be tested if the findings from this study will generalize to individuals recruited via other means and indeed through clinical settings. The majority of text and sentiment analysis libraries used to examine the association between language features and mental health are only available in English (Medagoda et al., 2013). Significant differences have been shown in use of negative, positive emotions, personal pronouns, articles, and other lexical attributes between social media users in western (U.S. and U.K.) and non-western (India and South Africa) countries (De Choudhury et al., 2017). The vast majority of our sample came from predominantly English-speaking countries. Because of this, we do not how these associations may generalise to different
languages and cultural settings. Similar to several other personalised network papers (Aalbers et al., 2019; Cuevas et al., 2020), we found that none of the nodes in our a priori network was normally distributed. Network analysis assumes that all nodes are multivariate normally distributed (Sacha Epskamp et al., 2018), however it is not yet known the extent to which edge and centrality estimates are affected by deviations from normality. Finally, the LIWC is only able to account for the proportion of words in a particular category, e.g., proportion of 1st person pronouns in a passage of text. Any context or more subtle usage of language, such as irony, that would change the underlying emotional meaning of a text are not captured by this method. More broadly, there are a range of more sophisticated analytical approaches when it comes to the content and sentiments in tweets that may prove stronger indicators of depression (but see (Chancellor & De Choudhury, 2020)) and thus better candidate nodes to construct depression-relevant networks. We chose instead to use an established library and to focus on language features previously shown to relate to depression to keep a degree of independence in the datasets used to derive depression-relevant features and the one (here) used to study how their network compositions changes through time. Future work might draw on alternative methods and have greater power to interrogate network dynamics in these datasets.

We found support for two of the principal predictions of network theory using a proxy for longitudinal (historical) EMA. Specifically, we found that the connectivity (partial correlation) between a set of pre-defined linguistic features of depression relates to an individual’s current depression symptom severity. Moreover, we found that this network connectivity increases within-subject during a depressive episode. Future work can utilize this methodological approach to test and refine key aspects of network theory. Elevated network connectivity within an episode was not specific to the a priori LIWC text features chosen; they generalised to a broader set of linguistic features that are associated with depression severity and future research might elect to utilize the best performing network we identified here. Whether these findings generalise to other aspects of mental health is not yet known. Recent work suggests that there are a host of commonalities across various aspects of mental health in their use of language on Twitter. Regardless of whether there is some degree of specificity of the nodes that comprise such
networks, it will be interesting to determine if network connectivity increases, within-subject, occur during the acute phase of other mental health illnesses, such as bipolar disorder. Given the vast amount of data available and its longitudinal archival nature, social media network analysis is a promising method for testing some of the tougher predictions of network theory, albeit using very different ‘markers’ of depression.
Chapter 5: General Discussion

5.1 Summary

Although depression is a common mental health condition, we continue to have a relatively rudimentary understanding of the mechanisms underlying how it emerges and is maintained. A significant proportion of people treated for depression do not recover, and we do not know why (Souery et al., 2006). People can be exposed to similar stresses but have vastly different outcomes (Fried & Nesse, 2014). This heterogeneity might be explained by complexity in mental health dynamics that current cross-sectional models fail to capture. Big data, which can be gathered through sources like social media and (to a lesser extent) EMA, is needed to test the ideas and bring them into practice. The aims of this thesis were centred on these issues. First, I aimed to explore novel methods for gathering rich and repeated depression-relevant data, at a scale amenable to a range of data-intensive analyses approaches like machine learning and network analysis. Secondly, I aimed to use these methods to advance our understanding of depression, testing key predictions of the network theory of mental health and clarifying how social media data can be utilised for testing theories, but not for making specific and accurate mental health predictions.

The aim of the first experimental chapter, Chapter 2, was to determine the accuracy of machine learning models trained to detect depression self-report severity scores using language features on Twitter and to assess the specificity of these models to scores of 8 other mental health conditions. Prior work has found differences in univariate aspects of language use between individuals with and without depression. A well-replicated example is that people with depression use significantly more first-person singular pronouns, e.g., “I”, that healthy controls. Extending these results, machine learning models trained on language from social media have demonstrated a high degree of accuracy in classifying individuals with depression, but also other mental health conditions. A caveat to this work is that it does not assess the specificity of models in predicting depression compared to another condition, e.g., obsessive-compulsive disorder. Here, we collected self-
reported questionnaire data on 9 mental health conditions along with all available Twitter data, i.e., posts, retweets, likes, from the past year from 1,006 participants. An elastic net regularisation model was trained on language features derived from Twitter and used to predict out-of-sample depression severity. The model had weak predictive power, $R^2 = 0.025$, and when tested on the 8 other mental health conditions had above zero predictive power for all conditions, except impulsivity and alcohol abuse. To compare to previous studies, the model was also trained on binarized depression scores resulting in a maximum AUC of 0.59. The weak performance of these models stands in contrast to other work which found moderately high classification accuracy - AUC of 0.70 to 0.89 (De Choudhury et al., 2014; De Choudhury, Gamon, et al., 2013; Eichstaedt et al., 2018; Reece et al., 2017).

One potential reason for the inconsistency in model accuracy is that a common methodological approach in the literature is to use self-disclosure, e.g., I "feel depressed", as a measure of mental health status. Typically, this is done out of convenience to acquire a large sample size because consenting and gathering self-report gold-standard depression data from more than a few hundred participants becomes quickly infeasible. The major drawback to this approach is that it threatens the validity of diagnosis and can introduce circularities. Although some studies have tried to obviate this concern by asking clinicians to rate the validity of self-disclosure posts (Shen et al., 2013), without directly assessing a person’s symptoms it remains challenging to determine which posts signify true cases of mental illness. Second, even if when diagnoses assigned using this method have good specificity, there are serious challenges to sensitivity and generalisability. Many are not willing to disclose mental health problems on social media and those who do disclose publicly may not be representative. Problematically, those who disclose online might be more likely to discuss depression-relevant topics in their posts, which would emerge (circularly) in their language. Thus, compared to self-report questionnaires, proxies for mental health on social media are not reflective of a person’s ‘true’ health and likely lead to overestimates of classification accuracy. We illustrated this in Chapter 2; when the model was instead trained on relevant depression keywords, i.e., “depressed” or “depression”, performance was substantially higher, AUC of 0.83.
Other studies have also found that language use patterns are not specific to any particular mental health condition (Coppersmith, Dredze, Harman, & Hollingshead, 2015). However, because these studies use binary outcomes of mental health status, e.g., depressed vs. not-depressed, they cannot account for the relative contribution of other mental health symptoms. An advantage of the self-report scores used here is that we can assess the specificity of language use patterns, after controlling for shared variance due to other symptoms. When models were trained on the residuals of previously established trans-diagnostic dimensions (Gillan et al., 2016; Rouault et al., 2018) (anxious-depression, compulsivity and intrusive thoughts, and social withdrawal), unique patterns of language use emerged.

Chapter 2 focused on assessing mental health using aggregate measures, inferred via social media. But we know that emotional states change dynamically over time and interact with each other. Chapter 3 sought to examine these dynamics, testing key tenets of network theory. The network theory of mental health predicts that emotion networks that are more connected will lead to greater depression severity. However, mixed empirical evidence exists for this prediction due to the reliance on cross-sectional studies (Rodebaugh et al., 2018; Spiller et al., 2020). Personalised networks overcome this limitation by estimating causal associations between emotions at the level of the individual. To test this, we gathered two independent community samples (Paid Students and Citizen Scientists) and tested our findings on one large community sample and a smaller clinical one. We identified comparable networks across datasets and illustrated that the network structure was highly similar regardless of the sample, and each produced stable networks. In Citizen Scientists, we found that elevated contemporaneous network connectivity was positively correlated with depression severity. This finding generalised to a wide range of network types, composed of different emotions and varying numbers of negative emotions. When tested using directed networks, similar results were found. However, no significant relationship between connectivity and severity was found in the Paid Students. In trying to uncover why this was, we examined variance of depression severity over the 8 weeks and discovered that it was more confounded with baseline depression severity in Citizen Scientists than Paid Students. That is, the relationship between
baseline depression and its 8-week variance was much larger in Citizen Scientists
(r=.52) compared to Paid Students (r=.18).

This is relevant, because some have suggested that elevated connectivity of
emotion networks should lead to large fluctuations in symptom severity – both
increases and decreases – rather than being specifically linked to greater severity.
This is because covariance in the constituent components of a network confers
lower resilience to external perturbations to the system (Cramer et al., 2016;
Dakos et al., 2009), making it more changeable. We posited that the findings in
Citizen Scientists might therefore truly reflect depression variance, not severity at
all. Taking advantage of 8 weeks of depression self-report assessments, we
tested this possibility. After accounting for fluctuations in weekly depression
symptoms, the association between connectivity and baseline severity
disappeared. We replicated this fully in a third datasets, where we also observed
correlations with baseline severity, which were better explained by variance in
depression. These findings demonstrate that emotion network connectivity is
primarily related to symptom variability rather than severity, which also generalised
to different types of samples and network compositions. We tested these ideas on
a very small clinical sample of diagnosed patients, but the results did not extend,
possibly due to the small sample size and high rates of depression severity.

The final experimental chapter, Chapter 4, combined aspects of chapters 2 and 3
to demonstrate that social media can function as a proxy for EMA and be used to
evaluate a challenging prediction of network theory. While EMA allows for a direct
interrogation of a person’s momentary emotional states over time, it can be difficult
for participants to remain adherent for long periods (Froehlich et al., 2007). For
this reason, most EMA studies are typically no more than several weeks, in
duration in order to minimise attrition rates. A systematic review found that most
studies were either 7 or 14 days long with a mean of 22 days (Hall et al., 2021).
Few studies, thus, have been able to monitor long-term changes in depression
and because of that there is limited knowledge about changes in network
connectivity during naturally occurring depressive episodes. Some evidence
exists, from n-of-1 studies, that symptom network connectivity increases prior to
the onset of a depressive episode as well as during the episode (Wichers et al.,
2016; Wichers et al., 2020). To test these ideas quantitatively in a larger sample,
we used text features associated with depression as proxies for depression symptoms to construct personalised networks. We tested if the connectivity of these networks were associated with depression and if that connectivity changes when someone is acutely unwell, i.e., during periods when participants reported being depressed versus healthy. Network connectivity was shown to be associated with severity and elevated during self-reported depressive episodes. Importantly, these elevated network connectivity findings were depression-specific and generalised to networks constructed from any number of depression-relevant language features.

5.2 Implications

5.2.1 Early Warning Signals for Mental Health

A principal goal of precision psychiatry is to develop early warning signals to detect the onset of depression and other mental health conditions. Depression relapse is the norm rather than the exception, at least 50% of people will relapse after one episode (Burcusa & Iacono, 2007). An early warning system would enable patients to get interventions at the time when they will have the largest impact (Abuse, 2019). Consistent with a non-linear system, the majority (>60%) of people with depression experience two stable states (healthy and depressed) with rapid transitions between them (Hosenfeld et al., 2015). Tightly connected networks produce sudden changes in symptom severity, such that the system is switching between two equilibria (van Borkulo et al., 2011). This thesis found that elevated connectivity is not only related to greater depression severity but also whether someone is currently experiencing a depressive episode. Because depression episodes have distinct network properties, i.e., elevated within-episode connectivity, it may be possible to identify signals that precede the transition into depression. Network theory posits that the transition from one state to another should be preceded by increasing variance, autocorrelation, and network connectivity among a system’s components, which are collectively referred to as critical slowing down (Dakos et al., 2009; Scheffer et al., 2009). This is because prior to a state transition, a perturbation will result in slower recovery back to baseline as the system is unable to rapidly mitigate its effect. Elevated network
connectivity means that a perturbation’s effects on one component of a system do not remain isolated, instead affecting a broad swath of the network.

While not all state transitions are preceded by critical slowing down signals (Boettiger & Hastings, 2012), preliminary evidence suggests that they may able to forecast upcoming depressive episodes. In one study, a person rated their momentary emotional states 10 times per day for 239 days. The authors found that prior to a significant increase in depression severity, i.e., a state transition, there was elevated variance, autocorrelation, and network connectivity among the mental states (Wichers et al., 2016). More recent and larger studies (n > 1) can some doubt on whether these signals are reliable markers of psychological transitions. An EMA study of 31 participants diagnosed with depression who rated their positive and negative emotions for 8-weeks found rises in autocorrelation was associated with worsening depression, but not variance nor network connectivity (Curtiss et al., 2021). The presence of early warning signals in patients with bipolar disorder increased the probability of a transition to either mania or depression, but was nevertheless accompanied by high rates of false negatives/positives, sensitivity to estimation methods, and widespread variability across participants and affective states (F. M. Bos et al., 2022).

However, we were not able to determine whether early warning signals were present in our data. Twitter data had too much missingness at the individual-level to be useful for granular time-series analyses prior to onset of a depressive episode. Additionally, to acquire enough data for textual analysis, we needed to aggregate Tweets into daily bins. While this process increased the reliability of text features, it also reduced the sensitivity to detect short-term emotional changes. In the 8-week EMA study, it was challenging to identify robust evidence for state transitions within the relatively short timeframe. Even if we could identify states transitions in our data, there likely would not be enough data prior to the transition to estimate changes in variance and autocorrelation. Operationalising early warning signals remains difficult with significant challenges to overcome, nevertheless there is clear clinical value in the early detection of changes in mental health severity.

5.2.2 Clinical Usefulness and Ethical Considerations of Social Media
Social media has shown its potential to assess and monitor both physical and mental health at the population-level. Despite this, machine learning models cannot say much about the health of any given individual. Given the inability to produce meaningfully accurate individual predictions, is there a place for social media in the clinic? Social media data could potentially augment a person’s therapeutic relationship with their therapist, by providing nuanced information about symptoms and to keep track of long-term changes (Yoo et al., 2021). Compared to self-reported data, social media’s primary advantage is that it can be done without a patient’s active involvement. Unobtrusive monitoring could also encourage people, who would otherwise not, to seek out treatment. As Chapter 2 demonstrated, social media data can only provide limited value in detecting mental health problems. Despite this limitation, social media could be the initial phase of a multi-stage public health initiative to reduce depression. By identifying individuals at-risk for depression via social media, people could be guided through additional checks, i.e., validated self-report questionnaires, that can more definitively establish mental health status. After that, people would then be directed to further resources to access care if needed.

The use of social media would also pose challenges to the workflow of clinicians. With constant access to a patient’s social media, who is responsible for duty of care? For example, if a patient posts that they are suicidal on a Friday evening and subsequently dies by suicide later that evening, can their mental health team be held liable? Questions regarding clinical governance present significant barriers to practical adoption that need to be addressed in step with research on usefulness. Social media is a promising non-invasive tool to assess health at scale, yet not everyone is willing to provide this data due to privacy concerns. Qualitative semi-structured interviews of a general public focus group found broad support for using social media for research purpose, especially when it was seen to beneficial to society (Yoo et al., 2021). Scepticism remains over using even publicly available and archived data because of the perceived harm. Yet, people routinely provide private companies with highly sensitive personal information, e.g., name, contact information, home address, banking details etc. The key difference then is not how sensitive the data is, but the breach of trust in how this data has been handled and the exact nature of data that is being shared (Zimmer,
2018). When users post on social media, they do not think that they are revealing anything more than what they explicitly state and do not expect their data to be used by third parties, e.g., researchers. Language use patterns are one way to reveal ‘hidden’ information about the user that they did not necessarily consent to sharing. In this thesis, we ensured that participants were explicitly made aware of how their data would be handled and only included people who consented to providing their Twitter data.

Social media’s greatest potential perhaps lies in the ability to draw upon large samples in a naturalistic setting. One of the most ambitious applications of this is to quantify the happiness of all users posting in a particular language. Researchers developed this application, called a Hedonometer, which assesses 10% of all Tweets per day (~50 million) and assigns an average happiness score (Dodds et al., 2011). This functions as a sort of global reading of mental health with the added benefit that the impact of major world events, e.g., natural disasters (Kryvasheyeu et al., 2015), can be observed in near real-time. Along with temporal information, differences in happiness based on geographic location, i.e., U.S. state, can be determined through Twitter (Mitchell et al., 2013). Moving beyond very broad population-level measurements, social media can also help uncover the emotional dynamics at much shorter timescales. Emotional intensity on Twitter, expressed through “I feel” statements, rapidly declines and within 1.5 hours is back to baseline levels of valence (Fan et al., 2019). This study would be challenging without already extant data, requiring large number of participants to report their emotions at the precise moment they occur with follow-up on the decline in intensity. Similarly, depressed Twitter users, compared to a control group, were found to post more during the evening and experience a rise in rumination and negative during through the early morning (Ten Thij et al., 2020).

These studies provide examples of health-related questions that social media, in particular Twitter, can answer by employing novel sources of data. There are however, important confound to consider that can affect the validity of emotional states derived from social media. The use of sarcasm changes the valence of a statement, e.g., a negatively worded sentence implies a positive sentiment. Considering whether sarcasm is present is crucial for determining a person’s true emotional state when writing. Despite some research into automatically identifying
sarcasm, classification performance remains low (González-Ibáñez et al., 2011). Another concern is how social desirability bias, i.e., the tendency for people to present themselves positively in order to be viewed favourably, affects what people are willing to share about their mental health via social media (Newman et al., 2011). Because of this, some people are less likely to post any health information on public social media platforms. As shown in Chapter 2, using keywords to assess mental health status leads to very different outcomes compared to validated questionnaires.

5.2.3 Treatment Applications of Network Theory

Network theory has generated much enthusiasm in both researchers and clinicians because it offers a compelling and intuitive theoretical model of depression. But perhaps even more so because of its potential to allow us to uncover the mechanisms by which existing treatments are effective and personalise treatments to improve their efficacy. In this thesis, we sought to evaluate key predictions of network theory regarding how increased connectivity manifests in depression (via severity vs. fluctuations). As demonstrated in Chapter 3, network connectivity is associated with greater fluctuations in depression severity over time. From this, we can infer that network connectivity relates to a person’s emotional resilience. Within a more tightly connected network, i.e., a less resilient system, symptom activation easily propagates throughout the network which leads to enhanced sensitivity to external stressors. While less resilience is generally related to poorer outcomes, e.g., worse depression, it also signals that a system is able to change and incorporate novel information. Greater variability in depression has been shown to be associated with better treatment outcomes (Olthof et al., 2020; Schiepek et al., 2014; Tang & DeRubeis, 1999). Contrary to predictions, network connectivity increases, rather than decreases, after treatment. In light of some of the results presented in this thesis, together with this prior work, we posit that treatment may work to partially destabilise a person’s depression network thereby facilitating the transition from a depressive state to a healthy one (Thelen & Smith, 1998). Treatments delivered during periods of relative instability may be more likely to enable change than those performed during stable times. Monitoring changes in network connectivity over time could
then be useful for identifying the best time to administer certain targeted interventions.

The other major promise of network theory is that it will lead to enhanced personalisation of treatment, moving away from a one size fits all approach. Although this makes intuitive sense, there have not yet been randomised trials to evaluate whether the use of a network informed approach improve clinical outcomes, compared to either randomly generated networks or care as usual (Bringmann, 2021). Additionally, network theory offers new avenues to explore mechanisms of treatment action. While studies have typically focused on connectivity as the primary characteristic to describe networks by, other network related factors also influence vulnerability to depression. One example, is the likelihood that a particular symptom within the network will become activated, independent of that symptom’s relationship to other symptoms. Decreasing the probability that one symptom activates, reduces the likelihood that other symptoms within the depression network will then be activated.

5.2.4 Limitations and Future Directions

The studies described in this thesis were designed to be conservative and robust, incorporating replication and independent validation throughout. However, they were not without limitations. Several of these limitations concern the use of social media to estimate mental health status. Machine learning models were trained solely on LIWC text features, which groups words into predefined categories based on emotional content and grammatical characteristics. Algorithms trained on topics, i.e., groupings of words commonly used together, were shown to perform better in predicting psychological attributes since they can more effectively extract relevant patterns of language use. However, a set of topics is unique to a particular text and does not necessarily generalise well to other texts, because naturally these topics will change through time and in response to world events. While the LIWC may be at a disadvantage in predictive performance, it has the advantage of being reliable, interpretable and using psychologically validated categories (Chancellor & De Choudhury, 2020). The majority of people do not post frequently, for example on Twitter 80% of content is generated by 10% of users (Auxier & Anderson, 2021). Samples are social media, therefore, are
biased to certain groups with high engagement. People active on Twitter tend to be unrepresentative of the general population e.g., they are better educated, more politically liberal (Auxier & Anderson, 2021). Although the studies presented here used Twitter, some evidence suggests that Facebook data may be more predictive of mental health (Jaidka et al., 2018). Most text-based methods to assess the emotional content of language are based on English, and have not yet been extended to a wider range of languages. Languages are also known to have a strong positivity bias, i.e., positive words are more commonly used than negative ones (Dodds et al., 2015), which could lead to negative emotions being underrepresented in social media studies.

Furthermore, social media platforms have shifted away from being primarily text-based to primarily focused on images and video. This shift coincides with the emergence of new platforms that are radically different in function and form to Facebook, Twitter, and Reddit (the 3 main platforms mental health studies tend to use). Limited work exists on predicting mental health from either images (Birnbaum et al., 2020; Guntuku et al., 2019; Reece & Danforth, 2017) or video content (Ashraf et al., 2020), although these formats have the potential to improve over text-based models. Videos contain information not only about language but prosody, body language, and facial expressions all of which reflect unique aspects of mental health. Despite the expansion of social media into different formats, less research has been done on language used in private communication platforms, e.g., WhatsApp, and mental health (Glenn et al., 2020; Liu et al., 2022). Private messages are more likely to reflect an individual’s true mental health status, without masking or image management, than public forums. While linguistic analysis of private messages may provide interesting research avenues, and a stronger signal to noise ratio than public data, it is unlikely to be accepted by the general public.

In Chapter 3, we measured the dynamical properties of emotions over time and related that to changes in depression symptom severity and fluctuations in depression over time. The primary limitation is that, like most EMA work, this was a naturalistic study. Consequently, any changes in emotional states that arose are due to uncontrolled daily events and stressors of varying duration, type, and magnitude. Treatment, either medication or therapy, likely directly affects network
connectivity, moderates the effect of stressors on the network, and causes issues with stationarity. Time-varying models are a possible solution that can account for systems with changing dynamic properties (Haslbeck & Waldorp, 2015). Our findings were restricted to the general population. While we attempted to replicate results in patients diagnosed with depression and anxiety, the sample size (n = 45) was underpowered to detect relevant associations with depression and the results are therefore equivocal.

While variability in depression symptoms is potentially an indicator of maladaptive emotional dysregulation (Bos et al., 2019), depending on the context, it could be an appropriate response. Therefore, the clinical significance of these fluctuations is not clear. Perhaps due to the short duration of the study, we did not find evidence for ‘critical transitions’, i.e., distinct shifts from depressed to non-depressed or vice versa; indeed, this precluded us from carrying out analyses pertaining to early warning signs. This limitation was partially addressed in Chapter 4, by using self-reported depressive episodes within the past year, but that does not address the core of the issue. Forcing individuals to binarize their experience of being depressed and non-depressed does not mean that the underlying reality was not a gradual transition at either end. Emotional states were assessed relatively infrequently, ranging from twice a day in Paid Students and Citizen Scientists to four times a day in the Clinical Sample. The coarse timescales mean that significant changes in emotions could have occurred, but would not necessarily show up in our data (Fisher & Newman, 2016; Fisher & Woodward, 2014). This could lead to mis-specified relationships among emotions and impede the recovery of a system’s true dynamics (Haslbeck & Ryan, 2021). As a partial solution, we focused our analyses on contemporaneous associations which are not only able to capture faster changes in affect, but are also considerably more stable than directed ones. Furthermore, vector autoregression – used here to estimate personalised networks – cannot estimate non-linear dynamics which is a characteristic of bistable systems, e.g., a healthy and depressed state.

One of the primary limitations of Chapter 4 is that the personalised networks were constructed using depression-relevant language features as proxies for depression symptoms. Because of this, it can be difficult to causally interpret
relationships between language features. Individual language features are known to correspond to particular aspects of depression symptomology. For example, increased usage of first-person singular pronouns is a marker of elevated self-rumination (Edwards & Holtzman, 2017). Zooming out to the network-level, however, connectivity among linguistic features can be a reasonable approximation of a person’s affective dynamics. In an EMA study, participants complete a fixed set of items that are consistently asked each time they complete an assessment. For example, swear words occurred relatively infrequently, on average 30% of days, while articles were represented on 80% of days. Compared to EMA, each linguistic feature is not necessarily represented each day that a person tweets, given the relatively large possible feature space. Thus, the absence of a particular feature or emotion, e.g., negative emotions, on a particular day is not evidence of the absence of that feature. At the individual-level, personalised networks constructed from language are more subject to bias and may not accurately recapitulate emotional dynamics relevant to depression.

Participants were asked to self-report any depressive episodes in the past year based on periods where they experienced low mood and loss of interest/pleasure in activities for at least 2 weeks. These criteria were developed by us so that it could capture the key components of a depression diagnosis without overly burdening participants. This came at the expense of specificity, such that episodes could be reported even if they do not adequately meet the clinical threshold of a diagnosis (which requires more specific symptoms beyond just low mood and loss of interest). Also, because episodes are self-reported as a binary outcome – either present or not –, it is not possible to compare the severity of a depressive episode either across between individuals or within the same individual over time. Finally, we do not have any information regarding the reliability of participants to retrospectively report depressive episodes. Accurate recall is likely subject to a recency bias, which could lead to episodes being underreported if they occurred farther from the time when they completed self-report measures. In spite of these limitations, we were able to robustly demonstrate the network connectivity increased within naturally occurring depressive episodes at the within-individual level.
5.2.5 Conclusions

In summary, this thesis sought to test predictions of the network theory of depression and identify novel methods to predict its prevalence. Through this work, we confirmed a central prediction of network theory that depression is related to elevated network connectivity. In one study, we further interrogated this point to find that elevated network connectivity actually leads to larger fluctuations in depression, instead of simply greater symptom severity. In the process, we developed a novel way to construct personalised networks using language features from social media data, thereby expanding the capacity to evaluate longitudinal changes in mental health over time. While a promising methodological advancement, we also found that changes in language use are not specific to depression and largely unable to accurately measure an individual’s mental health. This thesis used EMA and linguistic analysis to provide new mechanisms for understanding the emergence and maintenance of depression. Through early detection and personalisation, data science has tremendous potential to revolutionise our treatment and understanding of mental health.
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7 Appendices

7.1 Appendix I: Supplemental Information for Chapter 2

<table>
<thead>
<tr>
<th>Minimum word count per user</th>
<th>Sample Size</th>
<th>Depression $R^2$</th>
<th>Depression $r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 days of Tweets/43 words</td>
<td>836</td>
<td>0.010</td>
<td>0.13</td>
</tr>
<tr>
<td>200</td>
<td>836</td>
<td>-0.001</td>
<td>0.07</td>
</tr>
<tr>
<td>400</td>
<td>836</td>
<td>0.044</td>
<td>0.22</td>
</tr>
<tr>
<td>500</td>
<td>836</td>
<td>0.034</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Supplementary Table 1: Effect of minimum word count per user on the depression trained model’s predictive performance, controlling for sample size. The minimum word count inclusion criterion used throughout the main text is ‘5 days of Tweets/43 words’.

Supplementary Figure 1: Association between 9 self-report questionnaires with age and gender
a) Associations between 9 psychiatric questionnaires and age. There were significant negative associations between all questionnaires and age except for alcohol abuse. b) Associations between questionnaires and gender. Female participants had significantly elevated levels of eating disorders, social anxiety, depression, and state anxiety compared to males. While male participants had significantly higher levels of alcohol abuse. Bars indicate a 95% confidence interval around the mean.

*p < 0.05, **p<0.01, ***p<0.001

Supplementary Figure 2: Bivariate correlations among 9 psychiatric questionnaires and age

All psychiatric disorders are positively correlated with each other. Age is negatively associated with every disorder.
Supplementary Figure 3: Predictive performance of an anxious depression trained model tested on three transdiagnostic dimensions: anxious depression, compulsivity and intrusive thoughts, and social withdrawal

The anxious depression model performed best when tested on compulsivity and intrusive thoughts ($R^2 = 0.025$), but had above zero performance on all three dimensions.
Supplementary Figure 4: No association between z-scored Twitter use and depression residuals derived from LIWC text feature model

a) Regression plots for depression residuals and z-scored Twitter use including: mean word count, total number of tweets, tweet volume, total number of replies, followers, and followees. There was no significant association between Twitter use and depression residuals (all |β| > 0.02, p > 0.05). b) Histogram of depression residuals were centered on zero (Mean = -0.05, t = -0.84 (df = 301), p = 0.40).

Supplementary Figure 5: Predictive performance of a depression model trained on subsets of Tweets

A) Predictive performance (R^2) of a depression model trained using only Tweets (n = 756), Retweets (n = 637), or Likes (n = 902). B) Depression model performance on four quartiles of text feature data: 1st quartile (mean Tweets = 23.5), 2nd quartile (mean Tweets = 159.2), 3rd quartile (mean Tweets = 867.2), and 4th quartile (mean Tweets = 3,625.8). Text features were divided into quartiles based on the total number of Tweets, Retweets, and Likes. Models trained on data from the 3rd and 4th quartiles had above zero performance compared to those trained on data from the lower two quartiles.
Supplementary Figure 6: Histograms of 9 psychiatric scales with means and standard deviations

Supplementary Figure 7: Power to detect an effect size double the observed depression predictive performance (i.e., $r = 0.32$) in simulated data

Simulation data of 3 types of datasets with 99 input features and 1 continuous target outcome with a sample size of either 1,000 or 3,000. The correlation between either 1, 10, or 20 features with the target outcome was set to $r = 0.32$. In datasets with more than 1 feature, multicollinearity was simulated among the relevant features by setting the correlation between those features to $r = 0.50$. 
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When only 1 variable was associated with the target outcome, 10.6% of simulated values had a worse performance than our observed value (blue dashed line; $R^2 = 0.025$, $\text{MAE} = 0.815$) (Figure S4a and S4a). However, this percentage dropped to only 2.3% when there were 20 variables associated with the target outcome (Figure S4c and S4f). Consequently, even in the worst-case scenario, where only 1 variable is truly associated with the target outcome, we would expect to report a larger $R^2$ value than what we observed in our study in approximately 90% of cases. Although increasing the sample size to 3,000 participants would further reduce the likelihood to 1%, it is already very unlikely to miss an effect size of this magnitude with a sample of 1,000. In our dataset, we have observed 51 variables significantly associated with depression severity. Thus, the likelihood of missing an effect size as large as $r = 0.32$ in our dataset is much smaller than 2.3%. 
7.2 Appendix II: Supplemental Information for Chapter 3

7.2.1 Methods for Experiment 1: Paid Students and Citizen Scientists in Neureka

7.2.1.1 Procedure

Paid students were recruited through advertising at Fresher’s week, societies, mailing lists, online and physical advertisements and paid €50 for participation. To assess changes in mental health treatment during the study, participants were asked weekly if in the past week they had: 1) seen a healthcare practitioner for their mental health (yes or no), 2) taken an antidepressant (yes or no), and 3) received talk/psychotherapy (yes or no). Participants in the paid student arm were paid €50 if they completed 90% of their assessments. They also completed one extra item each week: the number of college assignments they had in the past week (0 to 3+, where 3 indicated 3 or more assignments). Besides this additional item, the procedures for the two samples were identical. The Citizen Scientist arm was not paid for participation; they downloaded the public version of the app on the Apple App Store or Google Play Store and completed the assessments without supervision. For Citizen Scientists who attempted to complete Multi-Mood more than once, we included assessments from the most complete attempt. In March 2021, Neureka added a mood graph feature to provide visual feedback to users. In the final sample of N=194, N=126 (65%) had access to the mood graph.

7.2.1.2 Data Preparation

Positive items were first reverse coded to reflect negative affect, e.g., enthusiastic became ‘not enthusiastic’. This was to standardise the directional interpretation of edges between nodes and overall network connectivity across networks that vary in proportion of positive vs negative nodes. EMA items were rated on a 7-point Likert scale. To ensure that there was sufficient variance for each network to be estimated, for every item in their time series, we added a small amount of random noise, -0.1 to + 0.1, to each EMA item. This meant that networks were estimable
even if a subject had rated a single item the same (i.e., with little to no variance) in their time series.

7.2.1.3 Sensitivity Analyses

Contemporaneous ($r > 0.51$, $p < 0.001$) and directed ($r > 0.25$, $p < 0.002$) connectivity were positively associated with network stability among Paid Students and Citizen Scientists (Figure S1). To understand if network stability might therefore bias our connectivity results in the two Neureka samples, we repeated our key analyses in these datasets with each participant’s network stability as a covariate. Data missingness was low among our final samples (Table S1), and so we did not impute missing data. To confirm that this decision did not affect our results, we repeated our analysis of connectivity and baseline depression using imputed data. We did this using the amelia package, which performs multiple (n=5) imputations of missing data in a multivariate time-series and averages across them to produce an imputed timeseries.

7.2.1.4 Permutation Tests

To test if these distributions had greater correlations than expected by chance, we performed permutation tests. Specifically, in all 5-node network combinations, we randomised the timeseries of each participant’s EMA data. We estimated personalised contemporaneous and directed networks based on this randomised data for each of the 4,368 network combinations and determined the correlation between (randomised) network connectivity and depression for each. We determined the statistical significance for each network by counting the number of values in the shuffled distribution that exceeded the observed value for a given true network, i.e., its $p$-value. We repeated this for all combinations of networks and then found the proportion of networks that reached $p<.05$. Finally, we tested if the valence of nodes in the networks affected the results by examining whether the number of negative (vs. positive) EMA items in a given network influenced the association between depression and network connectivity.

7.2.1.5 Network Stability Test
In order to estimate each network’s stability, we successively dropped, within-individual, up to 85% of each participant’s data in increments of 5% and calculated the within-individual correlation between network structure among the full dataset and the down sampled data. For each participant, we calculated the proportion of data that could be dropped to retain a correlation of 0.70 with their full timeseries, i.e., correlation stability coefficient (CS coefficient). Based on previously recommended guidelines (S. Epskamp, D. Borsboom, et al., 2018), the correlation stability coefficient should not be below 0.25 and ideally above 0.50. After examining internal reliability, we tested the generalisability of the structure of these networks across datasets by correlating the edge strengths (25 edges for the directed network, and 10 for the contemporaneous network) across the independent samples.

7.2.1.6 Observed Power from Experiment 1

A power analysis was completed in R using the pwr package with alpha=0.05, power=0.8. The observed associations between network connectivity and baseline depression were relatively small and varied across our two samples. Before carrying out Experiment 1, we estimated power for detecting associations between the connectivity of both contemporaneous and directed networks and mean and variance of depression. The average Pearson R between baseline depression and mean contemporaneous network connectivity across Paid Students and Citizen Scientists was $r=.15$ (i.e., mean PS: $r=.07$ and CS: $r=.23$). At an alpha of $p=.05$, power of 0.8, a sample of $N=323$ is required to detect this. The same average for directed network connectivity was $r=.11$ (i.e., mean PS: $r=.03$ and CS: $r=.19$). A sample of $N=645$ would be required to detect this effect. In Experiment 2, the available sample size of our external dataset (HNATD) was $N=519$ and we were thus powered to test for contemporaneous network associations only. The effect size for the observed association between network connectivity and SD of depression was much stronger in both samples and for both network types (contemporaneous and directed). The average Pearson R between SD of depression and mean contemporaneous network connectivity across Paid Students and Citizen Scientists was $r=.345$ (i.e., mean PS: $r=.29$ and CS: $r=.40$). At an alpha of $p=.05$, power of 0.8, a sample of $N=63$ is required to detect this.
The same average for directed network connectivity was $r=0.26$ (i.e., mean PS: $r=0.21$ and CS: $r=0.31$). At an alpha of $p=0.05$, power of 0.8, a sample of $N=113$ is required to detect this. In Experiment 2, the sample size of the HNATD was therefore well-powered to detect associations between network connectivity and variance in depressive symptomology.

### 7.2.2 Methods for Experiment 2: Replication in a large and independent Citizen Science sample (HNATD)

#### 7.2.2.1 Procedure

At baseline, participants completed the Quick Inventory of Depressive Symptoms (QIDS) (Rush, Carmody, et al., 2006). Participants rated their mood on a visual analogue scale between 0 (not at all) – 100 (very much). Among the 43 questions that participants answered, we selected a subset of 11 items (6 positive and 5 negative) from the Positive and Negative Affect Schedule (PANAS). Items selected were relaxed, energetic, anxious, enthusiastic, nervous, content, irritable, calm, dull, cheerful, and tired. There were 1,302 participants who completed at least 1 EMA assessment and 519 that completed at least 75% of assessments and were analysed here (Table S1). We retained the ‘gloomy’ for a separate analysis described below.

#### 7.2.2.2 Data Preparation

As with the Experiment 1 Neureka datasets, positive items were first reverse coded to reflect negative affect, e.g., enthusiastic became ‘not enthusiastic’. The HNATD study used VAS scales from 0-100 and so variance in responding was not an issue for network estimation. Nonetheless, we added the same noise to the data as in Experiment 1 for consistency. More importantly perhaps, HNATD implemented a different EMA schedule to the Neureka studies; they had 3 assessments per day, resulting in unequal intervals between assessments overnight. To avoid this, we removed all overnight lags in our analyses, so the directed network edges uniformly reflect the 6-hour lag of one emotion onto another (and itself).
7.2.2.3 Data Analysis

Analysis was carried out in an identical manner to that described in Experiment 1. Because we do not have weekly depression scores, we used the standard deviation of the EMA item ‘gloomy’ as a proxy for the variance in depression and used it to test if network connectivity was best explained by variance in negative emotion, rather than its point-estimated severity per se. Note that the ‘gloomy’ item was not used in any network estimation analysis. For permutation analyses, as with the Neureka samples, participants classified as outliers in terms of their network connectivity scores were excluded on a per-network basis. The mean sample size in each network was therefore N=515.3, min=512, max=516.

7.2.3 Methods for Experiment 3: Comparison of Clinical and Non-Clinical Network Structure and Stability

7.2.3.1 Procedure

Data were gathered from 45 patients with a primary diagnosis of MDD or GAD who completed EMA for 30 days prior to undergoing therapy (Fisher et al., 2017). At baseline, participants completed the Hamilton Anxiety Rating Scale (HARS) (Hamilton, 1959) and the Hamilton Rating Scale for Depression (HRSD) (Hamilton, 1960). Participants were prompted to complete EMA assessments 4 times per day for a minimum of 30 days and rated items on a visual analogue scale from 0 (not at all) to 100 (as much as possible). For each assessment, participants answered 26 questions related to symptoms of MDD, GAD, positive affect, negative affect, rumination, behavioural avoidance, and reassurance seeking. We selected only the positive and negative affect items, and removed items that were either behavioural, e.g., procrastinated, or physical, e.g., experienced muscle fatigue. After removing these questions, we were left with 17 items including: energetic, enthusiastic, content, irritable, restless, worried, worthless or guilty, frightened or afraid, loss of interest or pleasure, angry, hopeless, positive, fatigued, difficulty concentrating, accepted or supported, threatened, and dwelled on the past (Table S2). The ‘down or depressed’ item was excluded from network estimation but was retained for a separate analysis detailed below.
7.2.3.2 Data Preparation

No exclusions were applied to this dataset, as all participants provided to us had completed the study requirement of 30 days with at least one assessment per day (Table S1 in 7.2.3.3 Supplementary Materials). As with in Experiment 1 and 2, positive items were reverse coded, and we added a small amount of noise to the data to ensure networks were estimable. Similar to HNATD, we removed all overnight lags in our analyses so that all directed edges referred to a 4-hour interval of one emotion onto another.

7.2.3.3 Data Analysis

Analysis was carried out in an identical manner to that described in Experiment 1 and 2. Because only baseline depression scores were available, we used the standard deviation of the ‘down or depressed’ item over the entire time-series to approximate depression variance, as a proxy for the weekly depression scores available in the Neureka samples. We then estimated the correlation between network connectivity and the variance of ‘down or depressed’.

For permutation analyses, participants classified as outliers in terms of their network connectivity scores were also excluded on a per-network basis. The mean sample size in each network was therefore N=44.9, min=44, max=45.
<table>
<thead>
<tr>
<th>Sample Characteristics</th>
<th>Paid Students</th>
<th>Citizen Scientists</th>
<th>HNATD</th>
<th>Clinical Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Size</td>
<td>155</td>
<td>194</td>
<td>519</td>
<td>40</td>
</tr>
<tr>
<td>Age (SD)[Range]</td>
<td>23 (4.7) [18, 41]</td>
<td>49.5 (13.6) [18, 82]</td>
<td>40.3 (13.6) [17, 73]</td>
<td>34.1 (13.2) [18, 60]</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Female</td>
<td>74.8% (116)</td>
<td>64.9% (126)</td>
<td>83% (433)</td>
<td>65% (26)</td>
</tr>
<tr>
<td>% Male</td>
<td>23.9% (37)</td>
<td>32% (62)</td>
<td>17% (88)</td>
<td>35% (13)</td>
</tr>
<tr>
<td>% Other</td>
<td>1.3% (2)</td>
<td>3.1% (6)</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>% Depressed (N)</td>
<td>54.2% (84)</td>
<td>32.5% (63)</td>
<td>51.3% (266)</td>
<td>95% (38)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study Design</th>
<th>CES-D 20</th>
<th>CES-D 20</th>
<th>QIDS</th>
<th>HAM-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression Questionnaire Frequency</td>
<td>2x per day</td>
<td>2x per day</td>
<td>3x per day</td>
<td>4x per day</td>
</tr>
<tr>
<td># PA items</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td># NA items</td>
<td>9</td>
<td>9</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td># Unique 5-Node Networks</td>
<td>4368</td>
<td>4368</td>
<td>462</td>
<td>6188</td>
</tr>
<tr>
<td>Response Option</td>
<td>Likert (-3 to +3)</td>
<td>Likert (-3 to +3)</td>
<td>VAS (0-100)</td>
<td>VAS (0-100)</td>
</tr>
<tr>
<td>Required # Assessments</td>
<td>84</td>
<td>84</td>
<td>68</td>
<td>30*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EMA Data</th>
<th>104.3 (5.4)</th>
<th>97.6 (7.4)</th>
<th>77.6 (5.5)</th>
<th>115.5 (13.6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Num. Assessments</td>
<td>84</td>
<td>84</td>
<td>68</td>
<td>87</td>
</tr>
<tr>
<td>Min. Num. Assessments</td>
<td>112</td>
<td>112</td>
<td>90</td>
<td>151</td>
</tr>
<tr>
<td>Max Num. Assessments</td>
<td></td>
<td></td>
<td>Mean % Complete</td>
<td>93.2% (4.8%)</td>
</tr>
</tbody>
</table>

Table S1: Comparison of demographic characteristics between Paid Students, Citizen Scientists, HNATD, and a clinical sample.
The “Other” gender category includes: non-binary, transgender male, transgender female, and did not disclose. Percent depressed refers to the percentage of a given sample on or above threshold for depression on the respective self-report instrument used in that study. For neureka datasets that was ≥ 20 on the CES-D, for HNATD > 5 on the QIDS, and for the clinical sample was > 7 on the HAM-D.

*Participants in Fisher et al., (2017) were required to complete a fixed number of assessments, but were asked to complete at least 1 assessment for 30 days.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Positive Affect Items</th>
<th>Negative Affect Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paid students and Citizen Scientists</td>
<td>Enthusiastic, Cheerful, Strong, Happy, Energetic, Content, Talkative</td>
<td>Irritated, Down, Lonely, Anxious, Guilty, Indecisive, Restless, Agitated, Worried</td>
</tr>
<tr>
<td>HNATD</td>
<td>Relaxed, Energetic, Enthusiastic, Content, Calm, Cheerful</td>
<td>Gloomy, Anxious, Nervous, Irritable, Dull, Tired</td>
</tr>
<tr>
<td>Fisher</td>
<td>Energetic, Enthusiastic, Content, Positive, Accepted/Supported</td>
<td>Irritable, Restless, Worried, Worthless/Guilty, Frightened, Loss of interest/pleasure, Angry, Hopeless, Down/Depressed, Fatigued, Difficulty concentrating, Threatened/Judged/Intimated/Dwelled on Past</td>
</tr>
</tbody>
</table>

Table S2: Positive and negative affect items used to construct 5-node networks
7.2.4 Supplementary Results

Directed Network Connectivity and Depression in Experiment 1. Moving from contemporaneous to directed networks, we found that the exemplar network was again stable across samples, with the 25 edges highly correlated $r=.98$ (Figure S1A). In both datasets, the autoregressive coefficient of worried was the strongest edge, that is, exhibited the highest inertia. Unsurprisingly, directed networks had lower correlation stability compared to contemporaneous ones (Figure S1B). Paid Students and Citizen Scientists had a CS(0.7) of 0.35 and 0.30 respectively. This is expected, however, because correlation stability means something different in the directed case, where dropping assessments does not simply reduce power, it changes the nature of the lags (degrading them from 12-hour lags to 24, 36, 48-hour lags or more). Turning to our permuted networks, Citizen Scientists (Median $r = 0.13$) and Paid Students (Median $r = 0.01$) again had nominally positive distributions of the correlations between directed network connectivity with baseline depression scores (Figure S1C). Similar to the contemporaneous network analysis, we found that no networks in the Paid Student sample were significantly associated with baseline depression, while 50.25% were significant in the Citizen Scientists. Again, the more negative affect items in a given network, the more positive was the correlation with baseline depression. This was true of both Paid Students ($r=.54, p < 0.001$) and Citizen Scientists ($r=.36, p < 0.001$) (Figure S1D). On the subject-level, we found a significant association between mean directed network connectivity and baseline depression in Citizen Scientists ($r=.19, p=.01$), but not Paid Students ($r=.03, p=.73$) (Figure S1E). Extending these results to Week 8 depression, there was evidence of an overall positive association in both Paid Students (Median $r = 0.14$, IQR: 0.11, 0.18; 35.69% $p$-values below 0.05) and Citizen Scientists (Median $r = 0.14$, IQR: 0.09, 0.19; 51.05% $p$-values below 0.05) (Figure S1F). On the subject-level, however, Week 8 depression was only significantly associated with connectivity in Citizen Scientists ($r(189) = 0.25, p < 0.001$), but did not reach significance for Paid Students ($r = 0.15, p = 0.06$) (Figure S2B).

7.2.4.1 Directed Network Connectivity and Depression in Experiment 2.
The exemplar directed network was also very similar to the Neureka samples, with correlations of network edge strengths of $r = .87$ and $r = .89$ between HNATD and Paid Students and Citizen Scientists, respectively. Correlation stability was higher than Neureka samples at 0.5, likely due to the fact that EMA sampling was more frequent in this study (i.e., 6-hour vs 12-hour lags) (Figure S3B). Although slightly underpowered to examine the link between directed networks and baseline depression, we nonetheless estimated and examined these associations in an exploratory capacity. The median correlation was nominally positive, but very close to zero (Median $r = 0.03$). Just 3.25% of HNATD directed networks were significantly associated with baseline depression (Figure S4A), and 8.23% were significantly associated with SD gloomy (Figure S4C). Mean directed connectivity was not significantly correlated with baseline depression ($r = .03$, $p = .57$) (Figure S4B) nor SD gloomy ($r = 0.07$, $p = 0.13$) (Figure S4D).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Network</th>
<th>Model</th>
<th>Beta (SE)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paid Students</td>
<td>Contemporaneous</td>
<td>Unadjusted</td>
<td>0.15 (0.08)</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.01 (0.10)</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Directed</td>
<td>Unadjusted</td>
<td>0.19 (0.08)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.19 (0.08)</td>
<td>0.02</td>
</tr>
<tr>
<td>Citizen Scientists</td>
<td>Contemporaneous</td>
<td>Unadjusted</td>
<td>0.37 (0.07)</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.31 (0.08)</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Directed</td>
<td>Unadjusted</td>
<td>0.23 (0.07)</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.22 (0.07)</td>
<td>0.004</td>
</tr>
<tr>
<td>HNATD</td>
<td>Contemporaneous</td>
<td>Unadjusted</td>
<td>0.27 (0.04)</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.27 (0.04)</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Directed</td>
<td>Unadjusted</td>
<td>0.04 (0.04)</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.04 (0.04)</td>
<td>0.34</td>
</tr>
<tr>
<td>Clinical Sample</td>
<td>Contemporaneous</td>
<td>Unadjusted</td>
<td>-0.04 (0.15)</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>-0.04 (0.16)</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Directed</td>
<td>Unadjusted</td>
<td>0.10 (0.15)</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.10 (0.15)</td>
<td>0.53</td>
</tr>
</tbody>
</table>
Table S3: Association between network connectivity in the exemplar 5-node network with SD depression (Paid Students & Citizen Scientists), SD gloomy (HNATD), and SD down or depressed (Clinical Sample).

In the unadjusted model, symptom variability ~ network connectivity, while the adjusted model individual network stability is added as a covariate, i.e., symptom variability ~ network connectivity + network stability. Overall, adjusting for network stability had minimal effect on the relationship between network connectivity and symptom variability.

Figure S1: Association of per-participant network connectivity and Week-8 depression.

A) Contemporaneous network connectivity. Paid Students did not show a significant association (r = -0.01, p = 0.89) with Week-8 depression, but there was a significant association (r = 0.19, p = 0.007) for Citizen Scientists. B) Directed
network connectivity. Citizen Scientist network connectivity was significantly associated with Week-8 depression ($r = 0.25$, $p < 0.001$), with no significant association for Paid Students ($r = 0.15$, $p = 0.06$).

Figure S2. Directed Network Connectivity in Paid Students and Citizen Scientists.

A) Structure of the ‘exemplar’ network common to all datasets. Structure was highly consistent across samples (edges correlated at $r = .98$). B) Networks had low stability in both samples, with correlation stability values of 0.35 and 0.3 for Paid Students and Citizen Scientists respectively (where 0.5 is recommended). C) Correlation among edge strengths in the exemplar directed network across all 4 independent samples. D) Histograms of association between contemporaneous network connectivity and baseline depression for all possible combinations of 5-
node networks in Paid students and Citizen Scientists. Citizen Scientists, but not Paid Students, showed a positive association between network connectivity and depression. E) Association of per-participant mean network connectivity scores and baseline depression. Citizen scientists ($r=.19$), but not Paid Students ($r=.03$) showed a significant association with baseline depression. F) Histograms of association between directed network connectivity and Week 8 Depression.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Network</th>
<th>Model</th>
<th>Beta (SE)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paid Students</td>
<td>Contemporaneous</td>
<td>Unadjusted</td>
<td>0.29</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.17</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Directed</td>
<td>Unadjusted</td>
<td>0.21</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.16</td>
<td>0.08</td>
</tr>
<tr>
<td>Citizen Scientists</td>
<td>Contemporaneous</td>
<td>Unadjusted</td>
<td>0.40</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.21</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>Directed</td>
<td>Unadjusted</td>
<td>0.31</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.12</td>
<td>0.15</td>
</tr>
<tr>
<td>HNATD</td>
<td>Contemporaneous</td>
<td>Unadjusted</td>
<td>0.27</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.16</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>Directed</td>
<td>Unadjusted</td>
<td>0.07</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adjusted</td>
<td>0.12</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table S4: Association between depression variability and network connectivity either unadjusted or adjusted for mean EMA item variance.
Figure S3: Exemplar network stability in a large independent sample (HNATD).

A) Contemporaneous exemplar network stability. The contemporaneous exemplar network had a correlation stability of 0.70. B) Directed exemplar network stability. The directed exemplar network had a correlation stability of 0.50.
Figure S4: The association between directed network connectivity with baseline depression in a large and independent sample (HNATD).

A) Histograms of association between directed network connectivity and baseline depression for all possible combinations of 5-node networks (n = 462) in HNATD participants (proportion of p-values < 0.05: 3.25%). B) Association of per-participant mean directed network connectivity scores and baseline depression (r=.03, p=.57). C) Histograms of association between directed network connectivity and SD gloomy for all possible network combinations (proportion of p-values < 0.05: 8.23%). D) Association of per-participant mean directed network connectivity scores and baseline depression (r=.07, p=.13).
Figure S5: Exemplar network stability in a clinical sample

A) Contemporaneous exemplar network stability. The contemporaneous exemplar network had a correlation stability of 0.80. B) Directed exemplar network stability. The directed exemplar network had a correlation stability of 0.55.
Figure S6: Impact of node valence on relationship between network connectivity and depression variability

Association between number of negative affect items and the correlation of depression variability and A) contemporaneous connectivity or B) directed connectivity. For Paid Students and Citizen Scientists, depression variability was operationalised as the SD of weekly depression scores. While in the HowNutsAreTheDutch sample, we used the SD of the ‘I feel gloomy’ item.
7.3 Appendix III: Supplemental Information for Chapter 4

7.3.1 Characteristics of participants recruited through paid vs free channels

<table>
<thead>
<tr>
<th></th>
<th>Paid</th>
<th>Free</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N = 680</td>
<td>N = 266</td>
<td></td>
</tr>
<tr>
<td>Twitter Behaviour</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tweets</td>
<td>294.8 (537.5)</td>
<td>512.6 (656.4)</td>
<td>1.9e-07***</td>
</tr>
<tr>
<td>Retweets</td>
<td>230.5 (473.8)</td>
<td>392.5 (525.7)</td>
<td>5.3e-06***</td>
</tr>
<tr>
<td>Likes</td>
<td>1033.9</td>
<td>1260.9 (971.6)</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(1090.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word count per day</td>
<td>117.2 (121.8)</td>
<td>158.1 (139.0)</td>
<td>1.2e-05***</td>
</tr>
<tr>
<td>Age (years)</td>
<td>29.6 (10.0)</td>
<td>29.5 (12.1)</td>
<td>0.92</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>216 (31.8%)</td>
<td>88 (33.1%)</td>
<td>0.77^a</td>
</tr>
<tr>
<td>Female</td>
<td>443 (65.1%)</td>
<td>174 (65.4%)</td>
<td></td>
</tr>
<tr>
<td>Transgender Male</td>
<td>5 (0.7%)</td>
<td>1 (0.4%)</td>
<td></td>
</tr>
<tr>
<td>Transgender Female</td>
<td>1 (0.1%)</td>
<td>0 (0%)</td>
<td></td>
</tr>
<tr>
<td>Non-Binary</td>
<td>13 (1.9%)</td>
<td>2 (0.8%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (0.3%)</td>
<td>1 (0.4%)</td>
<td></td>
</tr>
<tr>
<td>Country</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>19 (2.8%)</td>
<td>25 (9.4%)</td>
<td>3.2e-17***</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>281 (41.3%)</td>
<td>58 (21.8%)</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>334 (49.1%)</td>
<td>146 (54.9%)</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>32 (4.7%)</td>
<td>10 (3.8%)</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>11 (1.6%)</td>
<td>4 (1.5%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.4%)</td>
<td>23 (8.6%)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>11 (1.6%)</td>
<td>5 (1.9%)</td>
<td>5.5e-06****</td>
</tr>
<tr>
<td>High school</td>
<td>154 (22.6%)</td>
<td>36 (13.5%)</td>
<td></td>
</tr>
<tr>
<td>Some university</td>
<td>210 (30.9%)</td>
<td>107 (40.2%)</td>
<td></td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>221 (32.5%)</td>
<td>64 (24.1%)</td>
<td></td>
</tr>
<tr>
<td>Master's degree</td>
<td>70 (10.3%)</td>
<td>34 (12.8%)</td>
<td></td>
</tr>
<tr>
<td>Professional degree</td>
<td>6 (0.9%)</td>
<td>9 (3.4%)</td>
<td></td>
</tr>
<tr>
<td>Doctorate</td>
<td>8 (1.2%)</td>
<td>11 (4.1%)</td>
<td></td>
</tr>
<tr>
<td>Currently Employed (%)</td>
<td>436 (64.1%)</td>
<td>22 (8.3%)</td>
<td>2.2e-53***</td>
</tr>
<tr>
<td>Physician diagnosed depression</td>
<td>292 (42.9%)</td>
<td>140 (52.6%)</td>
<td>0.01^a*</td>
</tr>
</tbody>
</table>

Table S1. Demographics and Twitter use characteristics of subjects recruited through paid (ClickWorker) vs free channels

Twitter and demographic characteristics of all participants along with differences between participants with and without a depressive episode. ^aChi-square test.
*p < 0.05, **p < 0.01, ***p < 0.001

7.3.2 Reliability checks on a 9-node network

We conducted a split half reliability test to determine if the 36 unique edges in our network were reliable. We did this across subjects by splitting our sample into two equal halves, calculated personalised networks for all participants, and then correlated the mean edge strengths between the two halves. We found the estimates of edge strength to be highly reliable $r(36)=.99, p<.001$. The edge strength between Neg. Emo. and swear was much stronger than between other edges, reliability was $r(35) = 0.97, p < 0.001$ when we exclude this edge. Because individual networks tended to be sparse, the average of most edges tended
towards zero leading to a high correlation between split halves.

Figure S1. Split half reliability of primary 9-node network.

a): The edge strength among 36 unique connections between nodes in split halves (n = 473 for each half) of the sample were highly correlated with each other (r(36) = 0.99, p < 2e-16), indicating that the estimated edge strengths between nodes are highly reliable. b): Histogram of global network strength from personalised networks of all participants (n = 946). c) Variability of node strength centrality in the 9-node network (n = 946). Boxplots depict the median (centre line), upper and lower quartiles, i.e., interquartile range, whiskers, 1.5X interquartile range, and minimum and maximum values. aUnadjusted two-sided Pearson correlation.
7.3.3 Sensitivity of our analysis to the removal of ‘Supra’ categories in LIWC

In the LIWC library, certain categories are inclusive of multiple sub-categories. For example, within the personal pronoun category are: 1st person singular/plural, 2nd person, 3rd person, and impersonal pronouns. An increase in 1st person singular pronouns will then necessarily lead to an increase in the proportion of pronouns overall. To control for this potential, confound, the following supra-categories were removed from inclusion in the network: function words, impersonal pronouns, pronouns, affect, anxiety, anger, sad, social, cognitive processes, percept, biological, drives, relative, and informal. We then randomly selected 200 sets of 9 text features that were significantly (‘Depression Relevant’ x 100) or not-significantly (‘Depression Irrelevant’ x 100) associated with current depression severity. We then compared the change in within-episode connectivity between depression relevant and irrelevant networks. There was a significant increase in within-episode connectivity ($\beta = 0.01$, SE = 0.001, $p < 0.001$) even after removing the supra-categories within the LIWC. Thus, the increase in within-episode connectivity for depression relevant networks is not dependent on the inclusion of LIWC supra-categories.
Figure S2: Random networks of 9 text features either significantly (`Depression Relevant`) or not significantly (`Depression Irrelevant`) associated with current depression excluding LIWC supra-categories.

There was a significant increase in within-episode network connectivity in depression relevant vs. depression irrelevant networks ($\beta = 0.01$, $SE = 0.001$, $p = 2.4e-13$). Results are from a general linear model with two-sided $p$-values without adjustment for multiple comparisons. Source data are provided as a Source Data file.

*p < 0.05, **p < 0.01, ***p < 0.001
7.3.4 The effect of number of days on global network connectivity and associated analyses

We were concerned that between and within-subject differences in the number of days upon which we based our 9-node a priori network might affect the connectivity results. Indeed, we observed that subjects with more days had on average, more connected networks, $r=0.19$, $p<0.001$ (Figure S1a). Next, we checked if this might systemically bias our between-subject findings by testing for an association with depression symptom severity and the number of days with tweets. We found no association (Figure S1b). However, we found a significant within subject effect such that periods of time when subjects were in a depressed episode were significantly shorter than non-depressed periods of time (Figure S1c), $\beta = -90.8$, SE = 6.2, $p < 0.001$. We examined the network connectivity of within and between episode time periods (Figure S1d) and found a significant interaction ($\beta = 0.0005$, SE = 0.0001, $p < 0.001$) between the number of days and episode (within vs. outside).
Figure S3. The effect of days on global network connectivity.

a) Among all participants (N = 946), there was a significant positive association between global network connectivity and number of days ($r(936) = 0.19$, $p = 5.7 \times 10^{-9}$) in the full sample b). There was no significant association between current depression severity and number of days ($r(944) = 0.03$, $p = 0.43$). c) Within-episode periods have significantly fewer days on average than outside episode periods ($\beta = -90.8$, SE = 6.2, $p < 2 \times 10^{-16}$). d) Association between number of days and within vs. outside episode network connectivity. There is significant interaction effect between the number of days and whether data is from a depressed vs non-depressed episode ($\beta = 0.0005$, SE = 0.0001, $p < 0.001$). For non-depressed periods of time (blue), the more days there were, the greater connectivity the connectivity, but for depressed episodes, the relationship was reversed. The boxplot depicts the median (centre line), upper and lower quartiles, i.e., interquartile range, and whiskers, i.e., 1.5x interquartile range. a,b,d Unadjusted two-sided Pearson correlation, c,d Two-sided general linear regression model.
As there was a credible confound from differences in days within subject, to control for the effect of the number of days on connectivity estimates, we repeated our analysis including days as a covariate (Table S2). This did not alter the significant positive association between current depression severity and negative emotions, swear words, articles, and global network connectivity in the full sample of participants (N = 946).

### 7.3.5 Frequency of occurrences of the 9 a priori text features in the 12-month time series

For each subject, we calculated the proportion of their days with tweets that contained each of the 9 text features. Swear was the least frequent, appearing on average in 30% of days with tweets, but with some individuals never swearing and others swearing on 100% of days with tweets. Articles were the most frequent, appearing on average in 80% of days with tweets, with the lower bound being 22% and upper 100%.

<table>
<thead>
<tr>
<th>Text Feature</th>
<th>Proportion of Days with Non-Zero Text Features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Mean, SD) Range</td>
</tr>
<tr>
<td>1st Person plural</td>
<td>0.38 (0.21) [0.02,1]</td>
</tr>
<tr>
<td>1st Person singular pronouns</td>
<td>0.69 (0.20) [0.08,1]</td>
</tr>
<tr>
<td>2nd Person singular pronouns</td>
<td>0.57 (0.20) [0.04,1]</td>
</tr>
<tr>
<td>3rd Person pronouns</td>
<td>0.50 (0.22) [0.02,1]</td>
</tr>
<tr>
<td>Articles</td>
<td>0.80 (0.14) [0.22,1]</td>
</tr>
<tr>
<td>Negate</td>
<td>0.55 (0.22) [0.03,1]</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>0.60 (0.22) [0.07,1]</td>
</tr>
<tr>
<td>Positive emotions</td>
<td>0.75 (0.16) [0.24,1]</td>
</tr>
<tr>
<td>Swear</td>
<td>0.30 (0.22) [0.00,1]</td>
</tr>
</tbody>
</table>
Table S2. Proportion of days with non-zero values for each of the 9 a priori text features

<table>
<thead>
<tr>
<th>LIWC Text Feature</th>
<th>Unadjusted β</th>
<th>SE</th>
<th>p-value</th>
<th>Adjusted β</th>
<th>SE</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Network Connectivity</td>
<td>0.008</td>
<td>0.003</td>
<td>0.002**</td>
<td>0.007</td>
<td>0.003</td>
<td>0.004**</td>
</tr>
<tr>
<td>Articles</td>
<td>0.01</td>
<td>0.003</td>
<td>&lt;0.001***</td>
<td>0.01</td>
<td>0.003</td>
<td>&lt;0.001***</td>
</tr>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt; person singular pronouns</td>
<td>0.007</td>
<td>0.004</td>
<td>0.07</td>
<td>0.006</td>
<td>0.004</td>
<td>0.09</td>
</tr>
<tr>
<td>Negation words</td>
<td>0.003</td>
<td>0.003</td>
<td>0.36</td>
<td>0.003</td>
<td>0.003</td>
<td>0.36</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>0.002</td>
<td>0.007</td>
<td>0.007**</td>
<td>0.02</td>
<td>0.007</td>
<td>0.009**</td>
</tr>
<tr>
<td>Positive emotions</td>
<td>0.006</td>
<td>0.004</td>
<td>0.12</td>
<td>0.006</td>
<td>0.004</td>
<td>0.12</td>
</tr>
<tr>
<td>3&lt;sup&gt;rd&lt;/sup&gt; person pronouns</td>
<td>0.005</td>
<td>0.003</td>
<td>0.08</td>
<td>0.005</td>
<td>0.003</td>
<td>0.08</td>
</tr>
<tr>
<td>Swear words</td>
<td>0.02</td>
<td>0.007</td>
<td>0.01*</td>
<td>0.02</td>
<td>0.007</td>
<td>0.01*</td>
</tr>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt; person plural pronouns</td>
<td>0.0005</td>
<td>0.002</td>
<td>0.82</td>
<td>0.0004</td>
<td>0.002</td>
<td>0.85</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt; person singular pronouns</td>
<td>0.006</td>
<td>0.004</td>
<td>0.12</td>
<td>0.006</td>
<td>0.004</td>
<td>0.13</td>
</tr>
</tbody>
</table>
Table S3: Controlling for days with tweets: adjusted vs unadjusted analyses for the association between depression severity and network connectivity

The association between network connectivity and depression severity is not affected by number of days (n = 286). Unadjusted within-subject linear model.

7.3.6 The association between network connectivity and depression severity is not affected by removal of 3rd person pronouns

Unlike the 8 other nodes selected a priori, there was no cross-sectional association with current depression severity and 3rd person pronouns. We therefore conducted a sensitivity analysis to test for the effect of removing 3rd person pronouns, she/he and they, on network structure. There was a significant positive association between overall network connectivity and current depression severity ($\beta = 0.008$, SE = 0.003, $p = 0.003$). Along with a significant increase in the node strength of articles (Article, $\beta = 0.01$, SE = 0.003, $p < 0.001$), swear words (Swear, $\beta = 0.02$, SE = 0.007, $p = 0.02$), and negative emotions (Neg. Emo., $\beta = 0.02$, SE = 0.007, $p = 0.02$). We found no significant changes to associations between network structure and depression severity caused by removing 3rd person pronouns.

Figure S4. Tolerance of within subject analysis to the removal of 3rd person pronouns
Sensitivity analysis to test for the effect of removing 3rd person pronouns, she/he and they, on network structure due to lack of association with current depression severity. a) The association between individual network node strength and depression symptom severity with significant associations for the node strength of articles (Article, $\beta = 0.01$, SE $= 0.003$, $p = 0.0005$), swear words (Swear, $\beta = 0.02$, SE $= 0.007$, $p = 0.02$), and negative emotions (Neg. Emo., $\beta = 0.02$, SE $= 0.007$, $p = 0.02$) ($n = 286$). b) The association between global network connectivity for personalised networks of all participants ($N = 946$) and depression symptom severity. aUnadjusted within-subject linear regression, bTwo-sided Pearson correlation unadjusted for multiple comparisons. Source data are provided as a Source Data file.

*p $< 0.05$, **p $< 0.01$, ***p $< 0.001$

### 7.3.7 Bootstrapped control for unequal variances in within-episode network connectivity

To control for the unequal variances in the distribution of within vs. outside episode network connectivity, we subsampled 80% of global network connectivity from personalised networks of participants within and outside a depressive episode and re-ran the within-subject regression 1,000 times. We found that after bootstrapping the within-episode regression coefficient that the change in within-episode connectivity was still significant ($\beta = 0.03$, SE $= 0.0001$, $p < 0.001$).
Figure S5: Bootstrapped regression coefficient of change in network connectivity within a depressive episode from 80% random sub-samples of the data repeated 1,000 times

7.3.8 Permutation test of within-episode identifier

We conducted a permutation test, randomising the indicator (within/outside episode) per subject 1000 times and comparing network strength within subject using this indicator. This amounts to comparing network connectivity for a random period of time (that has the same number of days as the real within episode period) to another random period of time (that has the same number of days as the real outside episode period). Networks were constructed using the same 9 LIWC text features as used in the main analysis and positive betas indicate that the fake ‘within episode” network had more connectivity than the fake ‘outside episode’ one. These figures show that (A) 99.3% of betas were smaller than the true within/outside episode value in the unshuffled data, and (B) 11% of p-values were below 0.05. This indicates the discrepancy in number of days had an influence on global network connectivity differences, but this does not explain the findings within and outside episode.
Figure S6. Permutation test randomizing within versus outside episode indicators.

Blue dashed lines indicate the observed beta and observed p-value for our a priori depression network, the red dashed line indicates the alpha level of 0.05. These figures show that (a) 99.3% of betas were smaller than the true within/outside episode value in the unshuffled data, and (b) 11% of p-values were below 0.05.

^aNumber of regression coefficients from 1,000 within-subject linear models that the observed beta value is below, unadjusted two-sided p-value, ^bNumber of p-values from the same 1,000 within-subject linear models that the observed p-value is below.
7.3.9 No mean increase in the use of 9 a priori text features outside vs within a depressive episode

In contrast to our principal findings that network connectivity increases when subjects are in a depressive episode, we found no significant change in any LIWC text feature within a depressive episode (p > 0.05).

<table>
<thead>
<tr>
<th>LIWC Text Feature</th>
<th>β</th>
<th>SE</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt; person plural pronouns</td>
<td>-0.02</td>
<td>0.01</td>
<td>0.12</td>
</tr>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt; person singular pronouns</td>
<td>-0.05</td>
<td>0.04</td>
<td>0.31</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt; person singular pronouns</td>
<td>-0.03</td>
<td>0.03</td>
<td>0.32</td>
</tr>
<tr>
<td>3&lt;sup&gt;rd&lt;/sup&gt; person pronouns</td>
<td>0.01</td>
<td>0.01</td>
<td>0.38</td>
</tr>
<tr>
<td>Articles</td>
<td>-0.03</td>
<td>0.04</td>
<td>0.48</td>
</tr>
<tr>
<td>Negation words</td>
<td>-0.03</td>
<td>0.02</td>
<td>0.14</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>-0.01</td>
<td>0.03</td>
<td>0.76</td>
</tr>
<tr>
<td>Positive emotions</td>
<td>-0.02</td>
<td>0.04</td>
<td>0.63</td>
</tr>
<tr>
<td>Swear words</td>
<td>0.01</td>
<td>0.01</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Table S4. Results from regression analysis of the effect of episode (within, outside) on the mean use of the 9 a priori text features (N=286)

Mean difference in LIWC text features within a depressive episode compared to outside an episode from a within-subject regression (N = 286). Two-sided general linear regression unadjusted for multiple comparisons.
7.3.10 Association between all LIWC text features and current depression severity

<table>
<thead>
<tr>
<th>LIWC Text Feature</th>
<th>r</th>
<th>95% CI</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conjunction</td>
<td>0.17</td>
<td>0.1, 0.23</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>0.17</td>
<td>0.11, 0.23</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Biological</td>
<td>0.17</td>
<td>0.1, 0.23</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Adverb</td>
<td>0.16</td>
<td>0.09, 0.22</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Sad</td>
<td>0.16</td>
<td>0.09, 0.22</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Analytic</td>
<td>-0.15</td>
<td>-0.21, -0.09</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Verb</td>
<td>0.15</td>
<td>0.09, 0.21</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.15</td>
<td>0.08, 0.21</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Focus on present</td>
<td>0.15</td>
<td>0.09, 0.21</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Word Count</td>
<td>0.14</td>
<td>0.07, 0.2</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>I (1st person singular)</td>
<td>0.14</td>
<td>0.08, 0.20</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Sexual</td>
<td>0.14</td>
<td>0.07, 0.2</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Pronouns</td>
<td>0.13</td>
<td>0.07, 0.19</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Space</td>
<td>-0.13</td>
<td>-0.19, -0.07</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Words per sentence</td>
<td>0.12</td>
<td>0.05, 0.18</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Personal pronouns</td>
<td>0.12</td>
<td>0.06, 0.19</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Auxiliary verbs</td>
<td>0.12</td>
<td>0.05, 0.18</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Negation words</td>
<td>0.12</td>
<td>0.05, 0.18</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Cognitive processes</td>
<td>0.12</td>
<td>0.05, 0.18</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Differ</td>
<td>0.12</td>
<td>0.06, 0.18</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Achievement</td>
<td>-0.12</td>
<td>-0.19, -0.06</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Work</td>
<td>-0.12</td>
<td>-0.18, -0.06</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Informal</td>
<td>0.12</td>
<td>0.05, 0.18</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Function words</td>
<td>0.11</td>
<td>0.05, 0.17</td>
<td>0.001**</td>
</tr>
<tr>
<td>We (1st person plural)</td>
<td>-0.11</td>
<td>-0.17, -0.05</td>
<td>0.001**</td>
</tr>
<tr>
<td>They (3rd person singular)</td>
<td>0.11</td>
<td>0.05, 0.18</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Article</td>
<td>-0.11</td>
<td>-0.17, -0.05</td>
<td>0.001**</td>
</tr>
<tr>
<td>Discrepancy</td>
<td>0.11</td>
<td>0.05, 0.17</td>
<td>0.001**</td>
</tr>
<tr>
<td>Relative</td>
<td>-0.11</td>
<td>-0.17, -0.04</td>
<td>0.001**</td>
</tr>
<tr>
<td>Swear</td>
<td>0.11</td>
<td>0.05, 0.17</td>
<td>0.001**</td>
</tr>
<tr>
<td>Tone</td>
<td>-0.1</td>
<td>-0.17, -0.04</td>
<td>0.002**</td>
</tr>
<tr>
<td>Six letter words</td>
<td>-0.1</td>
<td>-0.16, -0.04</td>
<td>0.002**</td>
</tr>
<tr>
<td>Cause</td>
<td>0.1</td>
<td>0.04, 0.17</td>
<td>0.001**</td>
</tr>
<tr>
<td>Feel</td>
<td>0.1</td>
<td>0.04, 0.17</td>
<td>0.001**</td>
</tr>
<tr>
<td>Body</td>
<td>0.1</td>
<td>0.04, 0.16</td>
<td>0.002**</td>
</tr>
<tr>
<td>Health</td>
<td>0.1</td>
<td>0.04, 0.16</td>
<td>0.002**</td>
</tr>
<tr>
<td>Death</td>
<td>0.1</td>
<td>0.04, 0.17</td>
<td>0.001**</td>
</tr>
<tr>
<td>Clout</td>
<td>-0.09</td>
<td>-0.15, -0.02</td>
<td>0.008**</td>
</tr>
<tr>
<td>Drives</td>
<td>-0.09</td>
<td>-0.16, -0.03</td>
<td>0.004**</td>
</tr>
<tr>
<td>Reward</td>
<td>-0.09</td>
<td>-0.15, -0.03</td>
<td>0.006**</td>
</tr>
<tr>
<td>Dictionary words</td>
<td>0.08</td>
<td>0.01, 0.14</td>
<td>0.02*</td>
</tr>
<tr>
<td>You (2nd person singular)</td>
<td>0.08</td>
<td>0.01, 0.14</td>
<td>0.02*</td>
</tr>
<tr>
<td>Number</td>
<td>-0.08</td>
<td>-0.14, -0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Time</td>
<td>-0.08</td>
<td>-0.14, -0.02</td>
<td>0.01*</td>
</tr>
<tr>
<td>Internet slang</td>
<td>0.08</td>
<td>0.01, 0.14</td>
<td>0.02*</td>
</tr>
<tr>
<td>Prepositions</td>
<td>-0.07</td>
<td>-0.13, 0</td>
<td>0.04*</td>
</tr>
<tr>
<td>Positive emotions</td>
<td>-0.07</td>
<td>-0.14, -0.01</td>
<td>0.03*</td>
</tr>
<tr>
<td>Female</td>
<td>0.07</td>
<td>0.01, 0.13</td>
<td>0.03*</td>
</tr>
<tr>
<td>Tentative</td>
<td>0.07</td>
<td>0.0, 0.13</td>
<td>0.04*</td>
</tr>
<tr>
<td>Power</td>
<td>-0.07</td>
<td>-0.13, -0.01</td>
<td>0.03*</td>
</tr>
</tbody>
</table>
Table S5: Bivariate correlations for all LIWC features and depression severity in full sample

Bivariate correlations between 87 LIWC text features and current depression severity with 95% confidence intervals (CIs). Approximately 59% of text features are correlated with depression severity at the alpha = 0.05 level. Unadjusted two-sided Pearson correlation with 95% CIs. Source data are provided as a Source Data file.