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Abstract

Blockchain technology has become a new driving force for technological innovation and

has the potential to revolutionize the e-commerce industry. Hundreds of millions of users,

merchants and platforms can be connected to form a blockchain-based network, enabling

mass e-commerce. In mass e-commerce, transactions are settled on a distributed shared

ledger. Payment issues, security issues and transaction transparency issues in traditional

e-commerce will be improved. We find that blockchain Layer2 technology which moves

transactions off the blockchain, has great potential to become a fast and cheap solution

for mass e-commerce.

We analyzed the existing Lightning Network. We found that the evolved topology

leads to long path lengths and congested nodes. The routing algorithms are slow and will

cause high latency for payments as well as a lot of routing-related traffic. We show that

the lightning network, as it exists today, will be unable to cope with the demands of the

mass e-commerce environment.

This dissertation presents a blockchain Layer2 based architecture to address the pay-

ment problems of the current e-commerce industry. A tree-based topology is adapted

to provide the e-commerce network among customers, merchants, and platforms. A

Kademlia-based routing algorithm is incorporated to find the minimum cost path from

customers to merchants.

We conducted experiments on the performance of the topology and routing algorithm.

Simulation results show that the network we propose can effectively shorten the path length

compared with the existing unstructured Lightning Network. The K-routing algorithm

we put forward can find paths faster and reduce transaction delay. The 2-Level platform

node topology we design can effectively reduce the total number of payment channels

required by the network. The maximum path length does not increase as the size of the

network increases allowing the network to scale effectively. Furthermore, transactions can

be distributed more evenly across the network of payment nodes which helps to avoid the

trends of centralization exhibited by the Lightning Network. Our network also tolerates
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multiple node failures maintaining high availability at all times. Constructing a payment

network of this scale takes some time. We show that scaling up our design to Amazon’s

scale involves on-chain transactions that can be completed within days or weeks. We show

that our network can be realistically deployed at a global scale.

Many of the changes we propose to the Lightning Network provide a solution for future

blockchain scenarios with a large number of participants. The system can scale with the

demand of the network in the future. Although building the payment network involves

overhead, the rewards in terms of scalability make this a worthwhile trade-off.
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Chapter 1

Introduction

Nowadays, people deposit money in a bank and buy products on e-commerce platforms.

The payment will travel from the bank account directly or through a third-party payment

service, such as PayPal or Alipay, to merchants. A successful transaction needs good be-

haviors from all participants during this process. Trust is needed for this to work. Anyone

can register an account on an e-commerce platform without an ID card. Most platforms,

including Amazon, do not verify the identification of users. Buyers can randomly select

sellers according to their preferences. This increases risk in e-commerce transactions, like

fraud and theft, because we cannot guarantee that every merchant is trustworthy. The

platform can compensate buyers within a specific range to keep its reputation. Amazon

reported that millions of dollars are involved in fraudulent transactions every year [1].

Lack of trust has become a significant obstacle to the further development of e-commerce.

In addition, high transaction or processing fees are charged by a third-party payment

system. Table 1.1 [2] shows the fees charged by Amazon to process a transaction. As

the transaction amount increases, the transaction fees also increase gradually. Therefore,

better solutions are sought for this industry.

Table 1.1: Amazon Transaction fees (Online)

Type Processing Fee Authorization Fee

Domestic Transaction 2.9% $0.30
Cross-border Transaction 3.9% $0.30

The emergence of blockchain technology may bring new solutions for improving trust

in the e-commerce environment. Blockchain is regarded as the “next generation of inno-

vative technology”, and its core advantage is using decentralization, data encryption, time

stamps and distributed consensus to build a new trust mechanism and efficient coordina-

tion mechanism. However, it is not perfect. Some obstacles make blockchain technology a

1
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bad choice and unusable for large-scale applications, like e-commerce. Take Bitcoin as an

example. For the Bitcoin blockchain, it takes around 10 minutes to confirm a transaction,

and if there is congestion, it takes longer. The maximum number of transactions per

second is 7, and the average is 4. Even though Ethereum is ten times faster than Bitcoin.

It still cannot support transaction volumes like Visa peaking at 65,000 transactions per

second, with an average of 2,000 transactions per second [3]. From these comparisons, we

can see the current limitations of blockchain. Because of this, scalability is a significant

research topic in the blockchain community.

There are two basic categories of scalability solutions, Layer 1 and Layer 2. Layer 1

solutions take measures on the blockchain itself, including block size extension [4], block

interval shortening [5], and sharding [6]. A plan to increase the block size referred to as

SegWit2x, failed due to a lack of consensus in 2017 [7]. If the block interval is decreased,

only a few high-performance nodes can verify all data in a short interval. This means

a smaller percentage of nodes can contribute to the verification process in the network.

Sharding [8] aims to divide the blockchain data into small parts and process transactions

in parallel to increase the total output. However, sharding faces more challenges in com-

municating between different shards. The complexity of this solution has caused delays

for Ethereum 2.0 [9].

Layer2 solutions attempt to move transactions off the main blockchain to reduce the

congestion and computation requirements on the main chain. They require an additional

communication layer or structures which allow traders to make hundreds of payments or

micropayments outside the blockchain. There are three main directions of layer 2 solu-

tions: Lightning Network for the Bitcoin blockchain, Plasma for the Ethereum blockchain

and Rollups for the Ethereum blockchain. State channels are the basis of the Lightning

Network, which are basically attached channels that perform blockchain operations and

commit them to the blockchain Layer 1. State channels are mainly used as payment

channels. Two user nodes are at two sides of a payment channel. Participant nodes and

payment channels form a payment channel network over blockchain Layer 1. The pay-

ment channel network is arranged in a topology that allows payments to be routed from a

source node to a destination node. Our research will more focus on this payment channel

network based solution. Plasma is based on sidechains which is a tree-like blockchain

structure. Transactions generated in Layer2 can take place independently from Layer 1,

which can significantly increase the transaction speed and reduce transaction fees. Rollups

essentially transfer the calculation process from the main chain to a separate chain called
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the “Rollup chain”. Unlike Plasma, security can be guaranteed by the blockchain itself.

These Layer2 solutions are considered viable solutions to scale the existing blockchain.

1.1 Objectives

The open issues in blockchain scalability motivate our research into whether Blockchain

Layer2 Technology can be used to meet e-commerce requirements. In this dissertation, we

will propose a design for a payment network that links customers and merchants through a

network of platform nodes. Our objectives and research questions can be listed as follows.

What Layer2-based topology may suit a customer-platform-merchant structure of

the scale of Amazon.com?

In general, nodes in Layer2 are unstructured peer-to-peer nodes. They can send trans-

actions to others and can also receive transactions. However, for an e-commerce scenario,

participants take on roles as the customer, platform node, or merchant. Customers send

transactions in most cases, and merchants receive payments. The platform nodes act as

intermediaries between customers and merchants. In addition, establishing a connection

like a payment channel will generate fee and time costs on the blockchain. Therefore,

finding a suitable topology is the first step of our research.

How many platform nodes are required for our proposed topology for different sizes

of e-commerce platforms?

We assume e-commerce companies maintain platform nodes. If the total number of

platform nodes is exceptionally high, companies will face extra costs to maintain these

nodes. The second question is designing a payment network with a reasonable number of

platform nodes.

Which type of routing algorithm can have a better performance in our proposed

topology? What factors are necessary to find the optimal path? What metrics are used to

analyze performance?

The routing algorithm aims to find a good path from the source to destination node.

The payment channel network is a topology consisting of nodes and channels. The routing

algorithm we propose needs to minimize the overhead caused by routing from customer

nodes to merchant nodes, including time and fee cost.

Compare the performance of our proposed system with the existing e-commerce

platform, like Amazon or Taobao.

Amazon’s online shopping system can support hundreds of millions of users’ purchase

operations. Whether our proposed system can achieve this metric will be an essential
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criterion to measure whether the system can be applied in practical scenarios.

1.2 Research Methodology

In order to study whether the blockchain layer2 technology is suitable for e-commerce, we

must first understand the features and current problems of e-commerce systems. There-

fore, we conducted an observational study on the challenges faced by e-commerce. We

learned about the payment methods and processes used by each e-commerce platform,

and obtained data such as the user scale and transaction flow of each platform. In ad-

dition, we read papers, collected layer2 solutions and understood the current status of

the layer2 technology. This thesis presents the classification of layer2 technology that we

constructed during the question investigation process. At the same time, a comprehensive

analysis of each classification is used as the basis for the network design.

To determine the feasibility of our proposed scheme, we constructed a small network

topology of layer2 based e-commerce to simulate user transaction behaviour. Statistical

analysis was carried out on the experimental data to determine the relationship among

various influencing factors.

1.3 Thesis Contribution

In this section, we summarise the main contributions of the thesis.

We propose a blockchain layer2 based e-commerce architecture. This architecture

can support a large number of users like that of traditional e-commerce, with high trans-

action frequency and small payment amount. Compared with traditional e-commerce

and its payment methods, it also shortens transaction time, reduces transaction fees, and

enhances the trust of all parties.

We propose a network topology for the blockchain layer2 based e-commerce. This

reduces the total number of payment channels required, that is, to reduce the number of

interactions with the blockchain and allows the transactions to be passed from a customer

node to a merchant node within five intermediaries, even with an Amazon-sized network.

We propose a routing algorithm for the blockchain layer2 based e-commerce. This

can find paths faster and reduce transaction delay.

1.4 Overview of Thesis

The thesis is laid out as follows.
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Chapter 2 surveys the current e-commerce payment landscape and gives an overview of

blockchain technology. We have classified layer2 technology and analysed the advantages

and disadvantages of various layer2 solutions in detail. This chapter also explains why we

chose the State Channel based solution as the research direction.

Chapter 3 presents our analysis of applying layer2 to e-commerce. This chapter begins

with an introduction to the scale of Alibaba and Amazon e-commerce network which

are the largest in the world of e-commerce. We compare and analyse the benefits and

drawbacks of the popular topology and routing algorithms applied to layer2 based e-

commerce. This provides the basis for Chapter 4. The concept of channel rebalancing is

introduced, and we list four channel rebalance mechanisms.

Chapter 4 proposes a blockchain layer2 based e-commerce architecture, including the

design of network topology, routing algorithm, and channel rebalance mechanism.

Chapter 5 reports on the design and conduct of the experiments.

Chapter 6 summarizes and discusses the finding of the research program in the previ-

ous chapters and gives our outlook on possible future research directions.



Chapter 2

Background

2.1 Current E-Commerce Payment Situation

An e-commerce platform is an application which acts as a trading bridge between mer-

chants and purchasers. With the rapid development of the Internet and e-commerce tech-

nology, online shopping has become an essential part of people’s daily life. In recent years,

the number of e-commerce online customers in various regions of the world has increased

significantly. More than three million companies worldwide are engaged in e-commerce,

including Amazon, eBay, Alibaba and Walmart. There are also many festivals worldwide

which cause peaks in e-commerce, such as Singles’ Day, Black Friday, Cyber Monday, or

the Christmas Sales. For example, Alipay handled a peak of 120,000 transactions per sec-

ond on Singles’ Day, 2020 [10]. Table 2.1 shows the global online shopping customers for

different regions and worldwide in 2013 and 2018. In addition, the number of e-commerce

users worldwide in 2021 reached 2.14 billion [11].

Table 2.1: Global Online Shopping Customers for Regions in 2013 and 2018 (million)

Year Asia Europe America Africa World Wide

2013 460.3 268.7 257 93.6 1079.6
2018 782.4 327.6 343.1 170.6 1623.7

Internet electronic payment is an indispensable part of e-commerce transactions. Cus-

tomers select products from the merchant via the Internet and purchase with an electronic

payment. Most e-commerce platforms accept credit or debit cards. We take a Master-

Card payment as an example. Several steps must be undertaken to complete a payment,

including authorization, clearing and settlement. The processes involve a customer, an e-

commerce platform, a customer’s bank, the MasterCard company or MasterCard system,

6
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a MasterCard settlement bank, and a merchant’s bank, resulting in nearly 20 messages

and transactions being exchanged among these participants.

E-Commerce has the following three main features, and we take Amazon.com as an

example.

(1) High transaction frequency. Amazon had an average of 66 sales/second in 2019

[12].

(2) The average payment amount is small.

(3) There are many products and diverse trading entities. There are 200 million active

products on Amazon and 244 million active user accounts.

However, the existing e-commerce system structure has several problems. Payment

methods of e-commerce mainly include bank remittance, professional remittance company

payment, credit card payment and third-party payment. Regardless of the payment meth-

ods, payment must be coordinated by multiple transaction entities and completed through

the settlement method of hierarchical agents.These methods have the following two dis-

advantages: low efficiency and long payment cycle; high cost. Blockchain technology has

great potential to impact the e-commerce industry. Blockchain Technology is best known

as the underlying technology of the Bitcoin cryptocurrency. The blockchain is a sequence

of blocks which acts as an unchangeable public ledger combining technology and incentive

mechanisms to ensure data correctness and trustworthiness without a central authority.

Satoshi Nakamoto proposed Bitcoin in 2008 and Vitalik Buterin proposed Ethereum in

2013. Blockchain is a powerful technology and can make organizations or transactions

more transparent, democratic, decentralized, effective, and secure. However, compared

with traditional solutions, like Visa, blockchain’s Transactions per Second (TPS) is signif-

icantly low. The Visa Credit Card processing system theoretically can process more than

65,000 transactions per second in 2018. The actual average transaction rate is around

1,700 per second. Bitcoin can handle 3-7 transactions per second. Ethereum can support

29 transactions per second, but it usually supports around 8.

Blockchain Layer2 approaches have the potential to help the e-commerce industry,

enabling the blockchain to service high traffic volumes. The layer2 solution is to move

many transactions off the blockchain. Only the final status is submitted to the Layer1

chain (blockchain or On-Chain) for verification. This can significantly improve the current

limitation on the number of transactions per second. At the same time, the first layer can

guarantee the security and trust of the second layer. The following are some advantages

blockchain Layer2(Off-Chain) approaches can give e-commerce.
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(1) Instant payments. Unlike traditional payments where multiple participants and pro-

cesses are involved, payments through Layer2 are just between a customer and a merchant.

If participants agree on their balance status, that status can be confirmed locally.

(2) No third party. Status updates are propagated between peers. They do not require

a consensus mechanism which saves time. Compared with the traditional e-commerce

network, customers and merchants do not need to interact with banks or intermediaries

for every transaction.

(3) Protect privacy. Status updates are off the chain. Peer-to-peer communication guar-

antees privacy, and only the final status is submitted to the blockchain, which can better

protect users’ privacy than the traditional e-commerce platforms.

(4) Low transaction fees. Only on-chain transactions consume significant transaction fees,

and status updates are free. Hundreds of thousands of transactions can be generated be-

tween a merchant and a customer with very low or no transaction fees. Applying Layer2

approaches can significantly reduce transactions fee for e-commerce users.

2.2 Blockchain Technology

The blockchain [13] is a ledger used to record transactions around the world, provid-

ing an alternative payment method without requiring trust in any third party. The word

”Blockchain” consists of ”block” and ”chain”. A block is made up of many digital transac-

tion records. A transaction in blockchain technology is digitally signed using cryptography

and included in the block for verification. The transactions waiting to be processed are

placed in an ”unconfirmed transaction pool” [14]. Figure 2.1 shows an example of one of

these pools. Each transaction must be confirmed for validity by other computers, which we

call ”miners”. Miners pick up transactions from the pool, process valid transactions, and

reject invalid ones at execution time. If the transaction is eligible to be executed, it can be

added to a block with the customer’s signature. Miners can select hundreds or thousands

of transactions to be placed in a block as long as this number does not reach the block size

limitation of Bitcoin or the gas limitation of Ethereum. Miners get transaction fees as a

reward when they produce a successful block. Therefore, offering a higher transaction fee

can help a customer have his transaction quickly chosen for adding to the blockchain.

A block consists of a block header and a block body. Figure 2.2 shows the structure

of a block in the Bitcoin blockchain. The block body contains transactions. Transactions

are messages that detail funds transmissions from one user to another. Each block has

a unique hash code that allows others to distinguish it from other blocks. Miners have
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Figure 2.1: Transaction Selection for a Miner(Tx1, Tx2, Tx3 are in the pool. The miner
selects Tx2 which has the highest transaction fee.)

to solve a complex mathematical problem to find a hash for a block they want to add

to the blockchain. This process is called ”mining”, and the problem-solving algorithm

is called ”Proof-of-Work” [15]. Proof-of-work is a way for transactions to be verified on

the blockchain. Miners compete to be the first to solve a math puzzle. The winner can

get rewards. The metadata of a block header is an input of the hash function. When a

hash function is applied, even a one-bit input change causes an entirely different output.

This feature makes the puzzle hard to solve but easy to check. Figure 2.2 shows the block

header structure. Miners repeatably change the Nonce value in the block header to impact

the hash result to match the target output. The algorithm can automatically readjust the

difficulty value in the block header to ensure a stable block generating speed. The block

can be added to the blockchain once a miner finds a valid hash. The public can then view

transactions in this block.

The most popular public blockchain is the Bitcoin blockchain. The Bitcoin blockchain

was proposed by Santoshi Nakamoto in 2008 [16]. In Bitcoin, Unspent Transaction Out-

puts(UTXOs) are used to track funds. UTXOs are coins available to be spent. UTXO’s

accounting method divides each transaction into inputs and outputs. Each transaction

consumes the UTXO generated by previous transactions and generates a new UTXO. The

UTXO model is stateless. The balance of an account is all the unspent UTXO collections

belonging to the address. Figure 2.3 shows how UTXOs work.

The Bitcoin blockchain uses scripts to execute transactions. Locking scripts are placed

on outputs which specify the conditions that must be true to spend the UTXO. Unlocking



10

Figure 2.2: The block structure of Bitcoin blockchain

scripts are placed on inputs which prove inputs fulfil the conditions specified in the UTXO.

These unlocking scripts contain the user’s digital signatures. When a node receives a

transaction, it will execute the locking and unlocking scripts to see whether the digital

signature matches the address to which the output is locked.

In the Bitcoin blockchain, the sequence order can be easily verified. Inputs link to

current outputs. A node can check whether an output has been consumed or not. In

addition, transactions are both the result of the current transaction and the proof the

previous transactions. There is no extra computation and state storage required.

Blockchain technology has great potential to impact the e-commerce industry. Some

researchers and companies have already made contributions to applying blockchain to

the e-commerce industry. C. Liu, et al. proposed a transaction settlement system based

on blockchain technology to manage transactions automatically using smart contracts

[17]. W. Xie, et al. introduced a consensus algorithm to ensure trusted trading in the e-

commerce based on blockchain technology [18]. This allowed simple purchases and refunds

to be made between participants. Y. Li, et al. proposed a balanced e-commerce model

that allows direct payment based on a blockchain between customers and suppliers without

involving an e-commerce service provider like Amazon [19]. This method creates many

transactions on the blockchain, which may cause congestion if the active user group is

large enough. These approaches use the blockchain to improve trust and contracts that

execute automatically. However, they use existing unmodified blockchain networks, like
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Figure 2.3: UTXO

Bitcoin or Ethereum, and do not deal with scalability issues.

2.3 Blockchain Layer2 Technology

Blockchain Layer2 solutions give another option for the E-Commerce industry. These so-

lutions attempt to decrease the number of transactions on the blockchain network. Unlike

Layer1 computation and storage, a Layer2 scaling method is an approach to increase the

network’s speed without modifying the blockchain itself. In our research, we will focus on

the second-layer solutions.

2.3.1 State Channel Based Approaches

State channel based approaches establish an exchange layer above the blockchain, enabling

customers and merchants/platforms to update balance states without interacting with the

blockchain.

State Channels

The state channel is an agreement between a fixed number of participants, usually two, to

implement secure off-chain transactions. State channels not only support payments but

also support general state updates. Payment channels are a specific type of state channel

exclusively used for payments.

The state channel agreement is as follows. Participants lock a deposit on the chain

using a 2 of 2 multi-sig address. A 2 of 2 multisig uses 2 separate wallets, requiring two

private keys to sign. Both signatures are required to spend the funds which prevent one
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participant from spending the money without the approval of the other. Once the deposit

is completed, both participants can send state updates, including round number, amount

to send and signature to each other to realize the transfer without interacting with the

Layer 1 blockchain if the balance of both parties is still positive.

Figure 2.4: State Channel Workflow

When two participants want to stop the channel together, they can sign a closing

proof which means they all agree to close the channel. Once verified by the blockchain,

this state channel can be closed immediately, and the settled balance will be refunded to

the two participants. If only one participant starts the exit process, he can submit the

final status to the blockchain and wait for the Challenge Period [20]. The challenger or

another participant can verify the transaction’s correctness off-chain and issue a challenge

if they disagree. The blockchain will programmatically check the claim and execute it

on-chain. Unless both parties agree to exit in the first case, participants may have to

wait a relatively long period before they can withdraw. Also, they need to monitor the

blockchain frequently to ensure that their counterparties have not used a past state to

withdraw. For convenience, the monitoring process is usually handed over to a third party

using so-called Watchtower technology [21].

Hash Time Locked Contracts

The Hash Time Locked Contract (HLTC) is a kind of agreement to achieve value transfer.

This concept first appeared in the BitcoinTalk forum in 2013 [22]. It was first applied and

implemented in Bitcoin Lightning Network [23]. A Hash Time Lock is divided into two

parts, 1) time lock and 2) hash lock. A time lock means that both parties agree to submit

the transaction within a certain period to make it valid. The transfer beyond that time is

invalid. Hash lock means that for a hash value H, if the recipient can provide the preimage

R and Hash(R)=H, the transaction is valid, otherwise, it is invalid. If the transaction is
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unsuccessful for various reasons, the time lock can allow participants to get their funds

back, avoiding losses due to fraud or transaction failure.

Users who are not directly connected can establish a payment path formed by a series of

end-to-end channels through hash time locked contracts. We use an example to illustrate

the HTLC workflow.

We suppose Alice wants to send a transaction with Bob. The transaction amount

is 0.01 BTC. However, there is no direct channel between Alice and Bob. Alice needs

to go through Carol, a node that both connect with, to establish a path with Bob for

transactions.

Figure 2.5: HTLC and Payment Path

(1) Bob sets the preimage R and tells Alice the Hash value H. H=Hash(R).

(2) Alice makes a conditional payment to Carol through HTLC. If Carol can provide a

correct R within a period, Alice pays 0.01 BTC to Carol. In this case, R between Alice

and Carol is a Hash Lock, and the time period is a Time Lock. Only when Carol meets

these two conditions can she get money from Alice. Otherwise, 0.01 BTC will not be sent

to Carol.

(3) Carol also makes conditional payment to Bob through HTLC. If Bob provides R within

a period, Carol pays 0.01 BTC to Bob. Otherwise, 0.01 BTC will not be sent to Bob, and

Carol cannot provide a correct R before the period. Then 0.01 BTC that Alice has paid

to Carol will be returned to Alice.

From this example, we can see that all conditional payments in an HTLC are either

completed or not completed, with all participants getting their funds back. The process

is atomic. The preimage R can be regarded as a receipt. R and funds flow in the opposite

direction. In an HTLC, the transmission of the preimage and the hash value can all

be completed off-chain. Hash Time Locked Contracts are the basis of off-chain payment

channels and cross-chain transactions.

Figure 2.6 shows the workflow of state channel based approaches for e-commerce. A

customer, Alice, and a merchant, Bob, generate a channel. They share and lock up de-

posits via a multi-signature wallet in Bitcoin or a smart contract in Ethereum which will

be discussed in section 2.3.6. This step gives an initial state for their channel. Partici-

pants can then generate and sign transactions to counterparties via the channel in Layer2.

Transactions in Layer2 are off-chain messages which cause balance changes between par-
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ticipants. Customer Alice can continually or periodically purchase products if she has

enough funds in the channel. When they choose to close the channel, both can sign and

commit that final state to the blockchain and withdraw their funds according to the final

state. State changes are stored by participants locally. If one of them finds their counter-

party did not commit the up-to-date state to the blockchain, he can use a current state

to rebut his counterparty.

Compared with the Layer1 mechanism, the Layer2 technology has more advantages

in e-commerce payment. Taking Alibaba as an example. Most of Alibaba’s e-commerce

orders are paid to merchants through Alipay[24]. On average, active customers make

52 purchases per year on Alibaba’s e-commerce platforms using Alipay[25]. As a third-

party payment system, Alipay can not only process e-commerce transactions but also

can carry out micropayments such as grocery purchases, transportation card recharge

and other payments. The per capita payment is about 4.0 transactions per day (that is,

1,460 transactions per year) in 2019, with the characteristics of small amount and high

frequency[26]. But Alibaba control all the transaction data which is a drawback. Let’s

take blockchain technology as a possible solution. If all transactions occurred in blockchain

Layer1, that would incur huge transaction fees. At the same time, such a transaction

frequency will cause many transactions to wait for verification on the blockchain and cause

high latency. Moving the transaction to Layer2 can solve these problems very well. If the

Layer2 technology like State Channel is used, customers only need to pay the on-chain

transaction fee to open the channel, then conduct dozens or hundreds of small transactions,

which greatly reduces the cost and latency.

There are several state channel based solutions for Bitcoin and Ethereum.

BitcoinJ [27] is a library which implemented a unidirectional payment channel for

Bitcoin client/server application in 2013. The transaction can only be sent from one side

to another, and only the sender has to deposit to the channel which suits scenarios like a

coffee shop. It was one of the first implementations of micropayment channels.

The Lightning Network is another payment channel based implementation proposed

by Joseph Poon and Thaddeus Dryja in 2016 [23]. Unlike BitcoinJ, the Lightning Network

supports bidirectional payment channels, which means transactions can be generated from

both participants. It was launched on the Bitcoin Mainnet in 2018. Participants need to

monitor the blockchain continually or use watchtower services [28] to avoid fraud, checking

that their counterparty has not submitted an out-of-date state.

Eltoo [29] is an improvement on the Lightning Network proposed by Lighting Labs in
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Figure 2.6: State Channel Based Transactions

2017. It uses a flag for the Bitcoin protocol, SIGHASH NOINPUT, which helps to order

state changes and ensure the latest state will be committed to the blockchain instead of

the fraudulent old state.

The Raiden Network [30] is a state channel based solution designed for the Ethereum

network. It is similar to the Lightning Network but uses smart contracts to implement

operations which allow multiple deposits without closing channels. A smart contract is

code that runs on the Ethereum blockchain which establishes the terms of agreement

agreed by the customer and merchant. It also can allow payment using ERC-20 standard

tokens rather than the underlying Ethereum coin, ETH. BTC or ETH are the native

assets of an underlying blockchain, whereas tokens are units of value that blockchain-

based projects built on an existing blockchain using smart contracts. The first release

of the Raiden Network, µRaiden Network [31], which allowed unidirectional many-to-one

payments, was launched on the Ethereum mainnet in 2017. The Raiden ”Red Eye” version

was released in 2018, enabling users to send bidirectional payments.

The Lightning Network and Raiden Network can also support payment channel net-
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work transfer. A channel network is formed by nodes and the linked channels. If there is

no direct channel between two participants, they can send transactions with the help of

other nodes and channels. For example, in Figure 2.6, when Gina wants to send 1BTC to

Ella without a direct channel, this payment can pass through Bob to Ella with the help of

Hashed TimeLock Contracts (HTLCs). However, if intermediaries become unresponsive,

participants along the route have to wait until the timelocks expire.

Sprites [32] is a solution which aims to reduce the waiting time in this situation.

Sprites introduced a global smart contract called a ”PreimageManager(PM)” to organize

the state of each intermediate node. The PM can automatically confirm the payment

transfer throughout the route.

Revive [33] is another state channel based solution implemented on Ethereum, which

was proposed by Rami Khalil and Arthur Gervais in 2017. It provides a scheme to trans-

fer deposits among users’ channels to rebalance the existing payment network without

interrupting channels.

Rapido [34] is a solution based on Bitcoin. It splits the payment value into small shares

and sends them via different routing paths to the destination, which will be helpful when

there are not enough deposits in a single channel.

Duplex Micropayment Channel [35] is based on Bitcoin and was proposed by Christian

Decker in 2015. Participants have to set up two unidirectional payment channels to enable

bidirectional payments. When a new transaction is generated, the timelock of this trans-

action will be lower than the previous one, ensuring the latest state will be committed to

the blockchain. However, after the timelock is ”exhausted”, channels must be closed and

reopened to enable more transactions.

Channel Factory [36] improves upon the Duplex Micropayment Channel to enable

more transactions generated off the blockchain by resetting the timelock. It also enables

several participants to lock funds in a shared wallet and generate transactions among these

participants.

2.3.2 Applications Using State Channel based Payments

There are several applications based on blockchain technology using or attempting to use

state channel based Layer2 approaches to scale their payments system. Connext Net-

work [37], a state channel based p2p micropayment infrastructure, was launched on the

Ethereum mainnet in September 2018. Counterfactual [38] proposed to use a state chan-
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nel protocol to allow more applications to achieve instant payments in November 2018. It

provided a test version, Web3Torrent [39], in 2020 and a layer2 library in 2021. Funfair

[40], a game application based on Ethereum, implemented payment channels for online

game transactions. Magmo [41], another game application using state channels, presented

its demo in Devcon4, a famous Ethereum Developer Conference, in 2018. These appli-

cations only use state channel technology for instant payment but do not involve a state

channel network. Celer Network [42] is a layer 2 scaling platform that supports blockchain

applications. It launched Eridanus, the world’s first generalized state channel network in

2019. Celer Network posted a cross-chain initial version, cBridge 1.0, in 2021, and the

transaction volumes on cBridge grew to $170 million per month [43]. The development

of cBridge2.0 is in progress. PyRos [44] is a state channel based access control system for

the public blockchain network, which is used for data transactions, and sharing between

participants and it was first proposed in 2020.

2.3.3 State Channel Based Approaches Discussion

Table 2.2 shows a comparison of State Channel based approaches which can be classi-

fied into unidirectional and bidirectional. BitcoinJ Micropayment Channel and µRaiden

Network are unidirectional payment channels which support transactions from only one

direction, like in a coffee shop scenario. Compared with unidirectional payment channels,

bidirectional payment channels use a shared account to link different participants and

enable payment to each other. Unidirectional payment channels are simpler than bidirec-

tional payment channels. However, in reality, in the e-commerce industry, if customers get

refunds from a merchant, the unidirectional approaches will cause more on-chain trans-

actions than bidirectional ones. For example, the average return rate of Singles’ Day was

27% in 2017 [45]. That means a significant number of merchants have to be able to send

transactions to customers.

These approaches can be classified into two categories by how they prevent fraud.

One is time-based bidirectional channels, like the Duplex Micropayment Channel and the

Channel Factory, which uses two unidirectional channels with a limited lifetime to enable

bidirectional transactions. The other kind of bidirectional channels is punishment-based

bidirectional payment channels, like the Lightning Network, Raiden Network, Sprites,

Revive and Rapido, which use a punishment mechanism to ensure honesty between par-

ticipants. The dishonest party may lose all the funds if fraud is detected. There are no
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other costs during the transactions as long as enough funds are in the channel. However,

this still needs every participant to monitor each other’s behaviour to avoid loss.

Table 2.2: Comparison of State Channel Based Approaches

Approach BitcoinJ Lightning Raiden µRaiden Sprites REVIVE Rapido Duplex ChaneelFactory

Unidirectional ✓ × × ✓ × × × ✓ ✓

Bidirectional × ✓ ✓ × ✓ ✓ ✓ × ×
Timelock × × × × × × × ✓ ✓

Punishment ✓ ✓ ✓ ✓ ✓ ✓ × × ×
Bitcoin ✓ ✓ × × × × × ✓ ✓

Ethereum × × ✓ ✓ ✓ ✓ ✓ × ×
Cryptocurrency/ Bitcoin Bitcoin RDN & RDN & ERC-20 ERC-20 ERC-20 Bitcoin Bitcoin

Token ERC-20 ERC-20

Multi-hop × ✓ ✓ × ✓ ✓ ✓ × ×
Network

Multiple × × ✓ × ✓ ✓ ✓ × ×
Deposits

Multiple × × ✓ ✓ ✓ ✓ ✓ × ×
Withdrawals

A Payment Network here means transactions can be sent from a customer to a mer-

chant via intermediaries, which could be provided by an e-commerce platform. The Bit-

coinJ Micropayment Channel and µRaiden Network are unidirectional payment channels

which do not support a payment network. Duplex Micropayment Channel and the Chan-

nel Factory can support a group of participants. Even though they allow multiple par-

ticipants, there are no payment networks in the Duplex Micropayment Channel and the

Channel Factory. However, they may be suitable for ”Group Buying” e-commerce models.

The Lightning Network, Raiden Network, Sprites, Rapido and Revive can transfer pay-

ments via intermediaries. Compared with the Lightning Network and the Raiden Network,

Sprites decreases the time cost of unlocking funds from the channels using a PreimageMan-

ager contract. Rapido allows payments to be transferred via multiple channels in parallel.

However, if participants frequently generate transactions in one direction, deposits can be

easily exhausted, and participants have to redeposit to this channel. This causes more

on-chain transactions. Revive can help intermediaries rebalance their channels to support

more transactions without closing and reopening them. An e-commerce platform can use

this rebalancing feature to support more transactions in one-directional frequently used

channels. However, all participants’ signatures need to be collected to rebalance channels.

If one or more participants are unresponsive during the rebalancing process, all others

must wait for a time-out to roll back the status. During this period, the state of these
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channels is frozen, and no one can send transactions. If this happens frequently, it may

result in a denial of service attack, providing a bad user experience for customers. The

settings of timeouts or relative thresholds will seriously affect the efficiency of this off-chain

layer.

From the comparison, the Lightning Network and Raiden Network are the two most

essential implementations of state channel protocols. They can support transactions via

intermediaries. They also have drawbacks, such as the time cost of unlocking funds from

intermediaries. Sprites achieves the simultaneous release of funds from intermediaries

but increases the centralized control risk. Rapido and Revive improve on the Lightning

Network by continually sending transactions without immediately closing channels, but

they increase the communication costs.

In the Lightning Network, Raiden Network, Sprites, and Revive, intermediaries need

to lock the same amount of funds as the end-points to support a transfer. Rapido divides

the total value into small amounts, which helps more intermediaries to participate in the

network. However, this still leaves the problem of intermediary failure. Intermediaries can

be other merchants or nodes operated by e-commerce platforms. If an intermediate node

fails during transmission, other participants have to wait for a period to close channels

and withdraw their funds. The more intermediaries, the longer participants need to wait.

Sprites can relieve this issue using the PreimageManager contract. The unlock request

is controlled by a contract. Once the failing node has recovered, funds can be unlocked

simultaneously.

Participants can deposit only once using BitcoinJ, Lightning Network, Rapido, and

Duplex Micropayment Channel. The Raiden Network, µRaiden Network, Sprites, and

Revive allow multiple deposits and withdrawals using smart contracts. Due to the use of

smart contracts, Ethereum-based approaches have a more ability to support continuous

deposits and withdrawals with fewer on-chain transactions.

2.3.4 Advantages Compared with On-Chain Payments

(1) Privacy. Everything happens inside the channel, not on the blockchain. The public

only sees the open and close transactions.

(2) Low transaction fees. For frequent transactions, the transaction costs can be effec-

tively reduced. Creating a channel or deploying a contract will have initial costs. After

deployment, the cost of each status update within the channel is small.

(3) Instant payment. Every transaction on the blockchain needs to wait to be included
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in a block and receive confirmation from multiple blocks afterwards. However, in state

channels, participants can receive their status updates immediately.

2.3.5 Issues of State Channels

State channels require the full availability of all participants. Since the final closure of the

channel and the final status submission may be submitted by a malicious party, there is a

risk of losing funds if participants ignore completing the transaction.

2.3.6 Sidechain Based Approaches

Sidechain based approaches are another option for Blockchain Layer2 based e-commerce in-

dustry. A sidechain is a secondary blockchain that runs independent of the main blockchain

(like Bitcoin or Ethereum) and connects to the main chain to allow assets or tokens from

one blockchain to be securely used in a separate blockchain and submit the final status

to the main chain. This approach was first proposed in 2014 [46]. Figure 2.7 shows the

workflow involved.

Figure 2.7: Sidechain based Transactions

Customers and merchants/platforms lock funds on the mainchain via scripts in Bitcoin

or smart contracts in Ethereum. The exact value of alternative tokens(tokens used in

sidechains) will be released on the sidechain. Customers can use these tokens to generate

transactions on the sidechain. These transactions can be included in sidechain blocks.
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Participants can provide a proof of locked assets on the sidechain to the mainchain and

withdraw their funds in the mainchain. Participants in the blockchains can lock their

funds with high transaction volume and low transaction speed, and unlock other coins

in chains with low transaction volume and high transaction speed. The main chain can

ensure the funds’ security while the sidechains allow more micropayments and frequent

e-commerce trading.

There are several sidechain based solutions for Bitcoin and Ethereum. Rootstock(RSK)

[47] is one of the most well-known two-way pegged Bitcoin sidechains, which was created

by the Bitcoin core team in 2013. Users lock up their BTC and get an equivalent amount

of RBTC in the sidechain, rootstock. Rootstock introduces Federations, a set of semi-

trusted third-parties (STTPs), to help lock and release bitcoins on the Bitcoin blockchain.

Rootstock requires the Federations to have the ability to check the correctness of the release

of BTC funds. There are 25 leading bitcoin industry companies in the RSK Federation

list, including Bitfinex, Bitbulls and Huobi. These companies act as notaries in the RSK

Federation. When STTPs receive commands from the RSK blockchain, only the majority

of STTPs need to approve the transaction, and BTC funds can be released on the Bitcoin

blockchain.

Plasma [48] is a sidechain based solution for the Ethereum blockchain which Joseph

Poon proposed in 2017. It is a framework that uses a Proof-of-Stake protocol to maintain

the sidechain and uses a UTXO model, like Bitcoin, to handle payments. Proof-of-stake

is another way for transactions to be verified on the blockchain. Unlike Proof-of-work,

miners should pledge a stake with coins of their own before validating transactions un-

der the proof-of-stake. If blocks that miners validated can be added to the blockchain,

miners can receive rewards; otherwise, the miners’ stake can be lost which keeps the

blockchain secure and address energy usage. Smart contracts are used to lock funds in the

Ethereum blockchain. The Plasma team published their first implementation, ”Minimal

Viable Plasma”(MVP) [49], in 2018, a simplified version of Plasma. The plasma contract

has been deployed to the Ethereum blockchain mainnet. There are three entities involved

in Plasma MVP, the Ethereum blockchain with Plasma contracts, Operators, and clients.

The Ethereum blockchain, together with Plasma contracts, are used to lock funds from

clients and verify the commitments. A Plasma Operator is a centralized authority which

can generate plasma blocks with specific rules. The operator is responsible for collecting

transactions into blocks and will send the hash of blocks which include transactions, to

the root Ethereum blockchain and let the root chain make the confirmation. Clients are
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users who want to transfer their funds. Participants use signatures to verify or confirm a

transaction. For example, when Alice sends a transaction, she needs to sign a transaction,

meaning she saw it and passed it to Bob. Bob then signs it, which means he also saw it,

and now the transaction is valid.

Plasma Cash [50] is another implementation of Plasma proposed by the Plasma team

in 2018. It uses Non-Fungible-Tokens(NFTs) to enable less user data checking and Sparse

Merkle Trees to check the ownership of coins. NFTs are a kind of token which are not

interchangeable. A fungible token is like gasoline. One unit is replaceable by any other.

But a non-fungible token is like an airplane ticket with a customer name, departure time

and seat number and is unique. Some other implementations include More Viable Plasma

(MoreVP),Plasma Snapp, Plasma Debit and Plasma Bridge. MoreVP reduces the number

of the exchanged messages compared with Minimal Viable Plasma. In MoreVP, the latest

transaction has the highest priority, ensuring the new transaction can be committed to

the blockchain without exchanging signatures like in Minimal Viable Plasma. Plasma

Snapp uses a double-signed mechanism which ensures all owners for this block can prove

transactions are valid and up to date, preventing fraud. In Plasma Snapp, the operator

sends a hash of transactions to their owners. When participants confirm transactions

are included and valid, both need to sign the hash. Otherwise, the hash of that block

is invalid. Plasma Bridge proposes using the plasma chain to connect two layer1 chains,

enabling coin exchange between two main chains. In Plasma Debit, when a user wants to

pay another user, they pay the operator and have the operator pay the other user.

2.3.7 Applications Using Sidechain based Payments

OmiseGo, a Decentralized Exchange platform, is building Minimal Viable Plasma to in-

crease the number of transactions per second they can support. Loom Network is a

multichain interoperability platform which used Plasma Cash to support its transactions

in 2018. Liquid, a commercial sidechain implemented by Blockstream, moves funds be-

tween exchanges. POA is an Ethereum sidechain which enables a 5 second block interval

in their sidechain.

2.3.8 Sidechain Based Approaches Discussion

Table 2.3 presents the comparison of Sidechain based approaches. Sidechains or Plasma

can help to deal with more transactions than the main blockchains. Unlike state channels

which can be opened and closed by participants, once a sidechain is established, it becomes
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permanent. Participants can only lock and unlock funds from the sidechain instead of

closing the sidechain. Transaction records in sidechains are also permanent.

Table 2.3: Comparison for Sidechain Based Approaches

Approach Third Party Native Token Bitcoin or Ethereum

Pegged Sidechain Federation BTC,sidechain token Bitcoin

Rootstock Federation BTC,RBTC Bitcoin

MV P Operator ETH,ERC-20 Ethereum

Plasma Cash Operator ETH,NFT Ethereum

MoreV P Operator ETH,ERC-20 Ethereum

Plasma Snapp Operator ETH,ERC-20 Ethereum

Plasma Debit Operator ETH,ERC-20 Ethereum

PlasmaBridge Operator ETH,ERC-20 Ethereum

However, participants need to trust a group of third parties, such as a Federation

(Cryptocurrency Exchange Platforms) or Operator, to ensure security tokens are locked.

This federation or operator structure adds another layer between the main chain(Layer1)

and ”sidechains”(layer2) which increases risk. In addition, ”sidechains” have to maintain

their security. For example, if there are not enough miners working on the sidechain, it

may be easy to subvert.

2.3.9 Advantages Compared with On-Chain Payments

(1) Low transaction fees.

(2) Permanent. As long as a sidechain is created, it can be used by anyone on the main-

chain.

2.3.10 Issues of Sidechain based Approaches

(1) Less privacy. Compared with state channel based approaches, transactions on sidechains

are not private. All participants involved in the same sidechain can view these transac-

tions.

(2) High initial and maintenance costs. Sidechains have their consensus mechanism and

security level. It means miners also need to work on sidechains. If there is not enough

mining power to ensure the security of a sidechain, it could be attacked.

(3) Third-party or intermediary. Sidechain based approaches require federations or op-

erators to connect the original chain and sidechain. These intermediaries are easy to be

attacked.

(4) Long withdrawal time. When participants request withdrawals in the plasma blockchain,
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they need to wait for a challenge period, about 7-14 days, to allow other participants in

the chain to submit proofs to challenge this withdrawal.

(5) Transaction capacity limitation. The transaction capacity describes the maximum

number of transactions the network can achieve in a given period. Although the transac-

tion capacity of the sidechain is higher than that of the main chain, there is still an upper

limit on the number of transactions per second that can be processed. Take Liquid as an

example. The block interval is 1 minute is fixed, and is 10 times faster than Bitcoin [51].

The transactions per second of Liquid is around 7 to 10. Compared to Bitcoin with tps is

3-6, the transaction capacity increase is insignificant.

2.3.11 Rollups Approaches

Rollups are a type of layer2 construction which work by executing transactions outside the

blockchain but publishing transaction data on layer1. They operate on top of Ethereum

to improve scalability and were first proposed in 2018 [52]. Developers can create decen-

tralized applications, as well as to execute and deploy smart contracts on the Ethereum

network by Ethereum Virtual Machine(EVM), a stack-based smart contract operating

environment which help to solve the system differences of nodes and realize the results

of smart contracts. Rollup technology essentially transfers the calculation process from

the main chain to a separate chain called the “Rollup chain”. The “Rollup chain” is an

independent blockchain. On these rollup chains, after transactions are executed, data is

aggregated and then transmitted to the main chain for verification. Unlike sidechain, se-

curity can be guaranteed by the blockchain itself. A Rollup Contract acts as an operator

to connect the Rollup Chain to the main chain. Figure 2.8 shows an example of the Rollup

workflow.

The Rollup Contract is a smart contract which maintains the state root as a Merkle

root in the rollup tree. The primary function of the smart contract is to facilitate transfer

and verify that everything that happens on the Rollup chain is carried out by the rules.

The Rollup Merkle Tree is not stored in the blockchain but can be recomputed from on-

chain data. Anyone can publish a batch of aggregated transactions, a highly compressed

transaction set containing the previous state root and the new state root. The contract

will check whether the old state root in the batch matches its current state root. If it

matches, the contract will update the state root.

However, we need to avoid someone submitting a state root to transfer all the tokens in

the Rollup to themselves. Two different solutions were proposed, and these two solutions
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Figure 2.8: Rollups Workflow
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gave rise to two kinds of Rollups, 1) ZK Rollup and 2) Optimistic Rollup.

ZK Rollup

A ZK Rollup [53] is realized using zero-knowledge proof technology [54]. For a precise

description assertion, a prover interacts with a verifier to convince them that an asser-

tion is correct. The so-called Zero-Knowledge means that the verifier cannot obtain any

additional information other than the result of the assertion judgment, wrong or right.

ZK Rollups use validity proofs. In ZK Rollups, each batch published to blockchain

layer1 contains a cryptographic proof called a ZK-SNARK. After submitting the transac-

tion batch to layer1, the contract on layer1 can quickly verify the ZK-SNARK proof, and

invalid batches will be rejected immediately.

Figure 2.9: ZK-Rollup

Optimistic Rollup

Optimistic Rollups [55] use Fraud Proofs like those in Plasma to verify the transaction

batches. The new state root is published by the operator and it will not be checked by the

rollup smart contract every time. Validation is only done if someone thinks the new state

root is wrong. Because silence will be considered consent, the transaction parties must be

always online. Compared to ZK Rollups, Optimistic Rollups is less secure and requires

additional measures to prevent “acquiescence” caused by DDoS attacks.
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2.3.12 Applications Using Rollups based Payments

Rollups already have some excellent implementations. zkTube [56] uses layer2 ZK-Rollups

to provide low transaction fees and high throughput transactions. It ensures security

by tracking the history of the state root and the hash of each batch. Loopring [57] is

an extension of the Ethereum Layer2 protocol that allows using ZK proof to build high

throughput, low-cost payment applications on Ethereum. Loopring supports payments

through ZK-Rollups batch processing of off-chain requests. It reduces gas consumption

and overall transaction costs. It can process up to 2025 transactions per second. StarkWare

[58] uses ZK-STARK encryption certification technology, allowing users to share data and

perform calculations with third parties without leaking data. DeversiFi [59] integrates

ZK-STARK, allowing more than 9,000 transactions per second. Aztec [60] provides ZK-

SNARK services for the main network. Each Rollup aggregates 112 transactions, and by

sharing the cost of a single proof, the gas fee paid by users is much lower. Aztec can scale

up to 300 transactions per second on demand. Hermez [61] is an open source ZK-Rollup

solution that can realize secure, economical and usable token transfer based on Ethereum.

By using ZK-Rollups, Hermez can reduce transfer costs by 90%.

Optimism [62] implements Optimistic Rollups which provides instant transactions and

scalable smart contracts. Fuel Network [63] supports fast, secure, and cost-effective trans-

mission and exchange of ERC-20 tokens. It has a throughput capacity of up to 10,000

TPS. Cartesi [64] is a Layer 2 platform composed of blockchain and off-chain components.

DApps running inside Cartesi can handle almost unlimited amounts of data. OMGX

[65] is a Layer 2 solution maintained by the OMG and Enya teams, which provides eco-

nomic smart contract support and equity rewards. It runs in an EVM-compatible virtual

machine, which allows it to process any smart contract running on Ethereum.

2.3.13 Comparison of ZK Rollup and Optimistic Rollup

Zero-knowledge proofs are different from signature mechanism. Generating zero-knowledge

proofs requires extensive computing resources, and different solutions may be developed for

different hardware. Therefore, the matter of computing resources may require a relatively

significant investment. In addition, the complexity of the technology makes it much more

challenging to create EVM-compatible ZK-Rollups, which makes it more difficult to ex-

tend general-purpose applications without rewriting the application logic. Compared with

Plasma, its advantage is that every transaction data exists on the Ethereum blockchain.

It can provide almost the same security level as layer1 transactions. When users join and
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Table 2.4: Comparison for Sidechain Based Approaches

ZK-Rollup Optimistic Rollup

Advantages 1. Transaction data is stored on
the blockchain, which can pro-
vide almost the same security
level as a Layer1 transaction.2.
Instant withdrawal

1. It is easier to support general
smart contracts 2. Each transac-
tion data is stored on the main
chain.

Disadvantages 1.Generating zero-knowledge
proof requires a lot of computing
resources. 2. It is more difficult
to support general smart con-
tracts.

Using fraud proof, users need to
wait a long challenge time to exit
the network.

exit the network, the speed can be bottleneck. Unlike Plasma or Optimistic Rollup, where

the exit process may take several days. This can happen in just a few minutes.

Optimistic Rollup uses fraud proofs. The challenge period may take several days, so the

users’ exit process is relatively long, which gives a bad user experience. Like ZK-Rollups,

compared to Plasma, every transaction data is stored on the main chain, providing a

high security level. Unlike ZK-Rollup, it is easier to support a general smart contract.

For example, Optimism’s OVM technology [66] can be compatible with Ethereum smart

contracts. So for developers, its migration cost may be lower.

2.3.14 Advantages Compared with on-chain payment

(1) Scale the blockchain. Rollups can execute a batch of transactions through one on-chain

transaction. The main chain does not need to verify the validity of each transaction by

executing each transaction. The transaction data is published as function parameters so

it will not occupy storage space on the main chain.

(2) Lower transmission cost. An ERC20 token transmission on the Ethereum blockchain

consumes about 45000 gas, while the same action in rollup costs less than 300 gas [67].

2.3.15 Issues of Rollups

Rollups can significantly improve the scalability of the main chain. However, this improve-

ment is not without limitations. Although there is only one transaction on the chain, it

will be constrained by the gas cost of the transaction data itself. ZK Rollups compress

the transaction data, reducing the size of the address data from the original 20 bytes to

only 3 to 4 bytes. Each transaction is compressed into 16 bytes, plus a SNARK of about

100-300 bytes, which can theoretically increase Ethereum throughput to about 680 TPS.
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Since fraud proofs require signatures, the throughput of Optimistic Rollups is theoretically

only 100 TPS.

2.3.16 On-Chain vs State Channel vs Sidechain vs Rollups

These Layer 2 solutions have great potential to increase the number of transactions pro-

cessed per second, improving the blockchain’s scalability. We will now discuss these meth-

ods. Table 2.5 shows the comparison of these three categories of layer2 technology.

On-chain transactions take 6 to 10 blocks to be fully confirmed as valid. State Channels

can allow users to confirm the transaction instantly. There is a challenge period in Plasma

and Optimistic Rollups, so participants need to wait about 7 to 14 days to allow other

participants to submit fraud proofs. Compared with Sidechains and Optimistic Rollups,

the delay of ZK Rollups is relatively tiny. If there are 1000 transactions in a batch, it

takes about 20 minutes to construct a proof on an ordinary server. For time cost and user

experience consideration, State Channel is a good choice.

Table 2.5: Comparison of State Channel, Sidechain and Rollups

On-Chain State Channel Sidechain/Plasma
Rollups

ZK-

Rollup

Optimistic

Rollup

Delay for

Finality

6-10 blocks Instant 7 days 20 minutes 1-2 weeks

Privacy Medium High Medium High Medium

Throughput Low Very High High High Medium

Gas Fee/

Transac-

tion fee

High Very Low Low Medium Low

Monitor no yes(but can have

watchtower)

yes(Operator) yes(Sequencer) yes(Sequencer)

Users can use the wallet or contract address to track the transactions on the blockchain,

but the address has been hashed, which improves the privacy. State Channels can only

perform a transfer with another party in the channel already. The channel is only visible

to participants, not the public. Only the final status will be committed to the blockchain,

which protects privacy. All participants on the sidechain/plasma can view transactions

generated on this chain. For Optimistic Rollup, not only participants in this rollup chain
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but also all other Ethereum nodes can verify transactions on the rollup chain. ZK-Rollup

uses zero-knowledge technology, which can allow verification without knowing the content

of transactions, which protects privacy. For privacy considerations, State Channel and

ZK-Rollup have suitable privacy protection mechanism.

The Bitcoin blockchain can support 3-7 transactions per second, while the Ethereum

blockchain can support 10-20 transactions per second. There are no limits to the number

of transactions per second in the State Channel protocol. The TPS of Plasma depends on

the consensus mechanism that the sidechain use. The transactions per second of Liquid is

around 7 to 10. Plasma can deal with thousands of transactions per second theoretically.

The throughput of ZK Rollups is about 680 TPS, and that of Optimistic Rollups is about

100 TPS. For throughput consideration, State Channels can provide better results.

An on-chain transaction fee, involving Bitcoin or Ethereum, is high. There is no cost

if two parties have a direct payment channel under the State Channel protocol. Even

if a transaction needs to pass through other nodes, the customer node only needs to

pay small fees to these nodes, like 1 msatoshi. Different sidechains have different fee

costs. For example, the lowest possible transaction fee on Liquid is 0.1 satoshi/vbyte [51].

Each transaction in Rollups is compressed into 16 bytes, costing less than 300 gas. For

transaction fees consideration, State Channel is a better choice.

There is no monitor on the blockchain for on-chain transactions. In State Channel,

participants must stay online to keep the channel alive and monitor the transactions

within the channel to avoid fraud. Participants can pay a Watchtower to help monitor

transactions. Operators on the sidechain should stay online to monitor traffic and send

the hash to the blockchain at regular intervals. There are also sequencers on the Rollup

chains to help package batches. Operators’ or sequencers’ election mechanisms are still a

work in progress.

In this chapter, we listed the existing blockchain layer2 solutions and performed a tax-

onomic comparison of these solutions. We find that State Channel based solutions have

almost no transaction delay while guaranteeing a high level of privacy. They can provide

high throughput and minimize transaction fees. Because transactions are dealt with off

the blockchain, when the user cannot monitor the transaction status, a watchtower is pro-

vided to help ensure the accuracy of the transaction. Therefore, we decide to take State

Channel based approaches as our research direction for layer2-based e-commerce.
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Applying Blockchain Layer2 to

Mass E-Commerce

In this chapter, we will discuss considerations on topology, routing algorithms and re-

balancing mechanisms when we attempt to apply blockchain Layer 2 technology to an

e-commerce scenario involving many millions of customers and merchants.

3.1 Scale of Alibaba and Amazon Networks

Table 3.1: Average Daily Active Users of Amazon.com and Taobao.com

E-Commerce Platform Customers Merchants

Amazon 310 million 2.5 million

Taobao 299 million 7 million

In order to apply blockchain Layer2 technology to the e-commerce industry, we first need

to know the scale of the existing e-commerce platform. For Amazon, the number of active

customers and merchants is 310 million and 2.5 million annually in 2021 [68]. There were

757 million annual active customers of Taobao.com on the China marketplace in 2020

[69]. The average daily active customers are 299 million [70]. The number of daily active

users(DAU) on Double-Singles day is 475 million [71]. Alibaba’s Singles Day saw record

peaks of 583,000 orders per second in 2020 [72]. Table 3.2 shows the average and peak

transactions per second of Visa card and Alipay. 24,000 transactions per second are the

maximum Visa card can handle [73]. The peak transactions per second of Alipay and

Bitcoin are the max they handle.

31
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Table 3.2: Average and Peak Transactions Per Second (TPS) of Visa and Alipay

Payment Types Average TPS Peak TPS

Visa Card 1,750 24,000

Alipay 256,000 583,000

Bitcoin 7 4

For blockchain layer2 based mass e-commerce to support such a number of users and

transaction volumes, we need to explore a suitable network topology.

3.2 Topology

A Network’s topology is the arrangement of the elements of a communication network

composed of nodes, links, and paths.

(1) Node: A node is also known as a network unit. There are various data processing

equipment, data communication control equipment and data terminal equipment in the

network system. Common nodes include servers, workstations, switches and other equip-

ment.

(2) Link: A link is a connection between two nodes. There are two types, physical links

and logical links. The former refers to the actual existence of a communication line, and

the latter refers to a logically available network path. In our network, a link refers to a

logical link.

(3) Path: Path refers to a series of nodes and links from a node that sends information to

another node that receives information. That is, a series of node-to-node links established

through the communication network.

Topology affects routing, reliability, throughput, and latency. The lightning network

operates at layer2 above the blockchain. The topologies we discuss in this chapter are all

for the lightning network. Nodes represent customers, merchants and platform nodes that

run the lightning node software. Links or connections are payment channels established

between two nodes. In the lightning network, the main reasons for a failed transaction

related to the topology are (1) no route is found from source to destination, (2) not enough

balance is present along the route to make the payment and (3) a node is unresponsive.

Therefore, the topology design objectives are:

(1) Reliability. Improve the reliability of the network as much as possible to ensure that all

data can be received accurately; also consider the maintainability of the system to make
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fault detection and fault isolation more convenient. An e-commerce platform is a high-

availability and high-reliability system which supports a massive amount of transactions

every second. The system should avoid any single points of failure which may cause an

overall failure. The network also needs to provide users backup with channels and ensure

a smooth flow within the network.

(2) Low cost. When constructing a network, minimising the number of nodes and links is

necessary. More channels mean more on-chain transactions. Each channel also needs to

be funded with an initial balance.

(3) Response time. The network can provide users with the shortest possible response

time between customers and merchants. The path length is an important criterion for

measuring response time. The longer the path, the higher the response time takes.

(4) Extendibility. It needs to be considered that when the system is expanded or changed

in the future, the network topology can be easily reconfigured. There is no limitation

on the number of payment channels that a lightning node can establish theoretically.

However, a server could run out of resources to maintain open connections. So the system

should operate well under the limit of the number of payment channels. When we look

at 1ml.com, the most connected node in the public Lightning network has 1491 payment

channels on 1st March 2021.

Amazon has 300 million customers, and the number of merchants was 2.5 million in

2021. We consider applying the following topologies to this size of the system. The topo-

logical structures of computer networks mainly include star topology, line/bus topology,

ring topology, mesh topology, and tree topology. These are the most common types of

network topologies. Many topologies are based on these designs. So, we intend to start

with these topologies and analyse the problems and feasibility of applying them to Layer2

based e-commerce.

3.2.1 Star Topology

Each node is directly connected to the central node in a star topology. In Figure 3.1, a

platform node is in the centre of the topology to allow merchants and customers to connect

to it.

However, we cannot rely on a single node. If the central node fails, the entire network

will be paralyzed. In addition, the requirements for the central node are pretty high to

support a network with millions of participants daily. Therefore, the star topology is not

suited for our e-commerce scenario.
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Figure 3.1: Star Topology of E-Commerce

3.2.2 Line/Bus Topology

Figure 3.2: Line Topology of E-Commerce

In a line topology, a node communicates directly with all nodes through one bus line.

We consider this an extreme case. However, this topology offers no redundant links. When

one node is unresponsive, the network is partitioned. In addition, as the network expands,

a transaction must go through more intermediate nodes to get to the destination. This type

of topology cannot scale to a large number of nodes and cannot meet our requirements.

3.2.3 Ring Topology

In a ring topology, each node connects to another two nodes until all nodes are connected in

a ring. Data transmitted between nodes along rings can be bi-directional in the ring. This

structure eliminates the dependence of users on the central system when communicating.

It reduces the path length compared with the line topology. However, a node failure can

divide the network into islands.

3.2.4 Mesh Topology

In another extreme case, we consider the mesh topology where every node connects to

every other. It is also called full connected topology. It offers low latency. However, this

topology does not suit an extensive scale network. Even though there are no limitations
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on the number of channels that a node can generate theoretically, it depends on the

performance of the device. In practice, a node will have a limit on the maximum number

of channels it can support.

Figure 3.3: Ring and Mesh Topology of E-Commerce (Left: Ring Topology, Right: Mesh
Topology)

3.2.5 Tree Topology

A tree is a topology with a tree structure in which all nodes are connected like branches.

Each branch can contain multiple nodes. Compared with other topologies, the tree topol-

ogy has some advantages.

Figure 3.4: Tree Topology for E-Commerce

(1) Easy to expand. A tree can extend many branches and sub-branches. So it is easy to

add new nodes to the network.

(2) Easy to isolate a fault. If a specific branch or a particular node fails, it mainly affects

a limited sub set of nodes. So, the faulty part can be isolated from the entire system

efficiently.

However, if the root node fails, it will cause the entire network to fail.
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The Fat Tree topology is a type of tree topology for data centres proposed by Al-

Fares, et al. in 2008 [74]. Large-scale data centers also face similar problems to those

experienced by the Lightning Network, such as cost, communication performance, and

large-scale extension. Fat-Tree can use inexpensive equipment with uniform capacity to

build a network and has robust scalability. Fat-Tree has been widely used in scientific

research in recent years and can provide a possible solution for our layer2 topology. There

are 3 layers in the fat-tree structure, Core, Aggregation, and Edge layer. The participants

in each layer are switches. Switches in each layer are core switches, aggregation switches

and edge switches. There are links connecting edge and aggregation switches, aggregation

and core switches. A set of aggregation switches and edge switches are combined together

into small groups, which are called pods.

Figure 3.5: Fat-Tree Topology with k=4

In Fat-Tree, k/2 edge switches and k/2 aggregation switches are gathered into pods. k

is the number of pods. Each pod has a link to each core switch via aggregation switches.

Each switch has k ports. Each edge switch is directly connected to k/2 servers, and

the other k/2 ports are connected to k/2 of the k ports in the aggregation layer. There

are (k/2)2 core switches in the fat-tree topology. The network can support k3/4 servers.

Figure 3.5 shows an example Fat-Tree topology with k=4.

Fat Tree topology has many advantages.

(1) The network adopts a horizontal expansion method. The network can support more

servers by increasing the pods in the network horizontally. An increase in the number

of pods and switch ports does not cause an increase in the number of intermediate hops

between any two edge nodes.

(2) There are multiple links to achieve load balancing. There are multiple parallel paths
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between different pods. Traffic can be loaded through multiple links via core switches to

avoid hotspots.

(3) Different paths among aggregation and edge switches in each pod provide good fault

tolerance and avoid overload problems.

(4) The network is small, meaning the theoretical network delay is small and the real-time

performance is good.

However, the fat-tree topology was designed to work with ethernet switches. These

were composed of switches with a fixed max number of ports. The size of the fat-tree

topology is limited by the number of ports on a single switch which is not conducive

to the long-term development requirements of the data center. Moreover, each pod has

aggregation switches and edge switches, but only edge switches connect with servers which

increases the number of switches required.

If we apply the Fat-Tree topology to layer2 based e-commerce systems, switches are

replaced by platform nodes. There is no difference in the Aggregation and Edge layers.

All platform nodes in a pod can be connected to customers or merchants. Each platform

in Edge Layer connects to at least one node in Core Layer. Besides the interconnection

of each pod and connections with Core Layer nodes, all other payment channels can be

used to connect with customers and merchants. Multiple paths can be chosen. Moreover,

transactions can still go through via other nodes if one node is unresponsive.

3.2.6 Comparison of Topologies for Layer2 based E-Commerce

Table 3.3: Comparison of Different Types of Topology Applying to E-Commerce (✓is
acceptable, ×is unacceptable)

Topology Star Line Ring Mesh Tree

Reliability × × × ✓ ✓

Response Time ✓ × ✓ ✓ ✓

Low Cost × ✓ ✓ × ✓

Extendibility × × × × ✓

Reliability means that even in the event of a failure, the network can provide service

capability. A single-point failure is the most common type of failure. It may destroy the

most of network in the star, line and ring structures. Mesh topology and tree topology

have good reliability. With a fully connected mesh topology, a single failure only affects
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the failing node itself.

For response time, the longer the path, the higher the response time takes. The path

length is the distance between two edge nodes. In the layer2 based e-commerce scenario,

the path length is the number of nodes when a transaction is sent from a customer to a

merchant. In star topology, each transaction has only one intermediate node, a platform

node, on the path. The path length is only 3. However, in an extreme case, a transaction

may pass through millions of nodes in the line topology. The path length under the ring

topology is not fixed but much shorter than the line topology. However, the extreme case

is to pass half of the nodes to find the destination. In a mesh topology, every node has

direct connections with each other. In a tree structure, when we limit the height of the

tree and expand the tree to a horizontal level, like in a Fat Tree, the path length can be

reduced significantly.

Considering the cost of the network, in Star, Line, Ring or Mesh topology, with millions

of users, the number of channels is massive and will exceed what a device can support. For

the tree topology, leaf nodes do not need to be connected to other leaf nodes. They only

need to connect to the parent node. The number of upper nodes in the fat-tree topology

is far less than the number of leaf nodes. Even if the upper nodes were mesh-connected,

the number of channels generated is still within an acceptable range.

Extendability is the ability to handle increasing scale. When more users join the

network, the central node in the star topology and all nodes of mesh topology need to

generate more channels beyond their capability. A node may need a longer path to send

a transaction in the line topology. When too many nodes are in the ring topology, it will

inevitably affect the data transmission rate and prolong the network’s response time. In

addition, the ring is closed, and it is not easy to expand. Unlike these topologies, creating

a sub-tree in the tree structure is easy without interrupting the other part of the network.

The above comparison shows that the tree topology can be applied in Layer2 based

e-commerce systems.

3.3 Routing Algorithm

A routing algorithm drives the pathfinding process determining how a message gets from

source to destination. In the lightning network, we must consider (1) channel balance,

(2) route direction and (3) whether the peer is active or not. These factors will affect the

pathfinding result in the lightning network.

Therefore, the routing algorithm design objectives are:
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(1) Correctness: to ensure that the data is transmitted from the source node to the

destination node.

(2) Simplicity: easy to implement.

(3) Low Overhead: minimize the cost in time and space.

(4) Adaptability: The algorithm can adapt to changes in traffic and network topology.

(5) Stability: changes in intermediate nodes will not affect the path discovery.

The routing algorithm is not a part of the lightning network protocol, but it is an

Table 3.4: Popular Layer2 Routing Algorithm

Category Technology Algorithm

Single-Path Routing

Source Route Dijkstra

Ants Behaviour Ant

Distributed Hash Table Kademlia

On-Demand Route AODV-based Routing

Multi-Path Routing

Network Embeddings SpeedyMurmurs

Landmark route SilentWhisphers

Network Flow Flash

Packet Forwarding Spider

important enabler of a successful transaction. In this section, routing algorithms are

divided into two main categories: 1) Single-path routing and 2) multi-path routing. In

single-path routing, the transaction will be transferred via one path. In multi-path routing,

the transaction will be split into small amounts and transferred via more than one path.

Most lightning network implementations such as c-lightning [75], Eclair [76], lnd [77],

Rust-Lightning [78], Electrum [79], use Dijkstra’s algorithms to find the optimal path.

3.3.1 Dijkstra’s Algorithm

Dijkstra’s algorithm is a routing algorithm to find the shortest path across a weighted

graph and was first proposed by Edsger W. Dijkstra in 1956. The main feature is to start

from the source node to find the shortest path to the destination by comparing the distance

to all nodes in the graph. The algorithm has two sets S and U. The S set contains the

points of the shortest path that have been found and the corresponding shortest length.

The U set contains the points that have not been visited.

In Figure 3.6, source node A tries to find the shortest path to D. The distance from

the source node to itself is 0. The distance from the source node to all other nodes has not

been determined yet, so we initially use the infinity symbol ∝ to represent this. Since we

are choosing the start point A, we can mark A as visited and update the set U . Then we
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Figure 3.6: Dijkstra Algorithm Shortest Path Finding Process
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Figure 3.7: Undirected Graph and Directed Graph (Left is Undirected Graph and Right
is Directed Graph)

check the distance from A to its adjacent nodes, B and E. After comparing the weights

of edges of A to B and A to E, we can see that node B has the shortest distance to the

source node, so we mark B as visited, add B to the path and update the distance of B

and E to A. Now we need to analyse the new adjacent nodes to find the shortest path

to reach them. We will only analyse the nodes that are adjacent to the nodes that are

already part of the shortest path. There are two nodes in the set S, A and B. Node C

and E are adjacent to nodes that are directly connected to A and B. So C and E are the

nodes that we will analyse in the next step. We only update the distance if the new path

is shorter. Then we add the corresponding nodes to visited set and repeat the process

until all nodes have been added to the path. Finally, we can get a result with the shortest

path from node 0 to each node in the graph. In this example, node A wants to reach node

D, we just need to follow the shortest path A → B → E → F → D.

Dijkstra’s Algorithm finds the shortest path between the source node and all other

nodes in a graph. This algorithm uses the weights of the edges representing the distance

to find the path that minimizes the total distance between the source node and all other

nodes.

Dijkstra’s algorithm does a blind search. The only thing that it can do is to distinguish

a non-goal state from a goal state. So it use a lot of time to compare and find the next

step. One of the reasons why most Lightning Network implementations use Dijkstra’s

algorithm is that it is easy to deploy for a small graph. The Lightning Network mainnet

has only 22,378 active nodes and 53,111 channels on 6th July, 2021. But with the graph

size increasing, a more suitable routing algorithm is necessary.

3.3.2 Ant

The Ant routing protocol [80] was proposed in 2018 for searching paths in the Lightning

Network. It implements a decentralized routing algorithm that draws on a “pheromone”

to mark paths when ants look for food. While studying the foraging behavior of ants,
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researchers discovered that ants release a substance called a “pheromone” along the path

they pass. The ants in the ant colony can perceive this “pheromone”. The higher the

concentration of “pheromone” in a path, the greater the probability of it being selected

by the ants. Every ant passing by will leave an additional “pheromone” on the road. In

the Ant routing algorithm, start nodes are like ants, and destination nodes are like food

in the network. The topology is the entire map. Channels connect to form a path. Nodes

store parts of routing information and maintain payment channels with direct neighboring

nodes. The process is shown in Figure 3.8.

Figure 3.8: Ant Routing Algorithm

(1) The start node (A) and the destination node (B) agree on a large random number S.

A creates the number S(0) = 0 ⌢ S, and B creates the number S(1) = 1 ⌢ S. These

two numbers are “pheromone seeds”. A and B exchange them in a secure way. We have

a match when these two pheromone seeds meet at one node.

(2) They broadcast their seeds to neighboring nodes.

(3) When the neighboring node receives the seed, it will verify whether the seed already

exists in its memory.

(4) If the node finds that it has received a previously un-seen seed, it stores the seed in the

memory and hands it over to its neighboring nodes. These intermediate nodes are called

Relay Nodes.
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(5) A match is found when two seeds meet at some node what we call Match Node. A

counter is used to count the number of times the same seed has been received.

(6) The Match Node creates two matched seeds and sends these matched seeds back to

the source and destination nodes according to the same route. Then the source node and

destination node can be connected via a path.

The source node may receive several matched seeds, and it can select one path accord-

ing to a selection algorithm. Then the source node can process a payment.

Besides the pheromone seed, each node also stores ids of the node from which it received

the seed. The id is used to trace the way back to the start node when a matched seed

is found. The Ant algorithm would allow finding routes in a payment channel network.

Nodes only store data from their neighbors, significantly reducing the stored data size.

However, the pathfinding process needs a considerable amount of message exchange to

propagate the pheromone seeds. Ant routing algorithm has not been deployed in the

Lightning Network. It still needs more simulations to evaluate its performance in a large-

scale network.

3.3.3 Kademlia Algorithm

Kademlia is a peer-to-peer Distributed Hash Table (DHT) which uses a node ID to locate

resources. It was proposed by Petar Mamounkov and David Mazieres in 2002 [81]. Each

Figure 3.9: Kademlia Structure

node in the Kademlia network has a 160-bit ID value as an identifier. Each node that

joins the Kademlia network will be assigned a 160-bit node ID. Usually, this ID value is

randomly generated. In the Kademlia algorithm, all nodes are treated as leaves of a binary



44

tree, and the position of each node in the tree is uniquely determined by the shortest prefix

of its ID value. In Figure 3.9, we provide a 3-bit structure as an example. If the first digit

of the prefix is 1, the ID value is on the left side of the tree. If the first digit of the prefix

is 0, the ID value is on the right side of the tree. If the first two digits of the prefix are

00, we can further narrow the search range in the tree structure. We need to notice that

this tree structure does not represent the actual connection of nodes. The binary tree can

be decomposed for any node into a series of continuous subtrees. From the point of view

of a node, the split rule is to start from the root level, split the subtree that does not

contain the node, and then split the next subtree that does not contain this node, and so

on until finally, only this node is left. After each node splits the subtree according to its

perspective, N subtrees can be obtained, and then N routing tables need to be maintained

by the node. For example, in Figure 3.10, from the root level, the first subtree without

node 001 is with the prefix 1xx (including 111, 110, 101, 100). Next, find the subtree

that does not contain node 001 from the other half of the tree. The next subtree is 01x

(including 011, 010). The final subtree without node 001 is node 000. Each node knows

its neighbourhood well and has contact with a few nodes far away, which can help locate

destinations that are far away.

The Kademlia routing table is constructed using lists called K-buckets, which are shown

in Figure 3.10. Different k-buckets store node information with different distances from the

node. For example, in Figure 3.10, a node’s k-bucket[0] stores the node information whose

distance is 1 from this node. K-bucket[1] stores the node information whose distance is 2

and 3 from this node.

Figure 3.10: Kademlia’s Routing Table - KBucket Structure
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Table 3.5: Distance Range of each K-Bucket

K-Bucket Number Distance Interval Distance Range

0 [20 − 21) 1

1 [21 − 22) 2-3

2 [22 − 23) 4-7

3 [23 − 24) 8-15

... ... ...

The XOR operation is used to calculate the logical distance between two nodes.

d(x, y) = x⊕ y

The result is 0 when the corresponding bits are the same and 1 when they are not.

The distance range of K-bucket[i] is [2i, 2(i + 1)). If a node with ID A wants to find a

node with an ID value of B, Kademlia performs a route search according to the following

recursive operation steps:

(1) Calculate the distance to B, d(A,B) = A ⊕ B. and see that the result belongs to a

particular distance range. We then choose the K-bucket corresponding to this range.

(2) Filter out α nodes closest to the target ID from the corresponding K-bucket and initiate

a FIND NODE query request to each of these nodes in parallel. If the number of nodes

in this K-bucket is less than α, select a total of α nodes with the closest distance to B

from multiple nearby buckets.

(3) For each node that receives the query operation, if it finds that it is B, it will answer

that it is the closest to B; otherwise, it measures the distance between itself and B, and

select α nodes from its corresponding K-bucket.

(4) A executes the FIND NODE operation again for each newly received node that has

not already been sent the request, and this process is repeated continuously until a node

closest to B is found.

(5) Through the above search operation, A obtains replies from the α nodes closest to B.

During the query process, nodes that do not respond in time are eliminated immedi-

ately, and the querier must ensure that the α nodes finally obtained are all online.

Here is an example from Figure 3.9. The current node is 001, and the target node is

101. The routing table of 001 is

001⊕ 101 = 100
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Table 3.6: 001 Routing Table

001

k-bucket[0] 000

k-bucket[1] 010 011

k-bucket[2] 110 100 111

the XOR distance between 001 and 101 is 100 = 22 = 4, which is in [4,8) distance

range of K-bucket[2]. Look up 101 in that k-bucket, not found. Next, we send requests to

110, 100, and 111. Take 110 as an example. The following is the routing table of 110.

Table 3.7: 110 Routing Table

110

k-bucket[0] 111

k-bucket[1] 100

k-bucket[2] 011 010 001 000

Calculate 110⊕ 101, the XOR distance between 110 and 101 is 011=3, which belongs

to K-bucket[1]. Look up 101 in that k-bucket, but not found. Next, send a request to 100,

Table 3.8: 100 Routing Table

110

k-bucket[0] 101

k-bucket[1] 111 110

k-bucket[2] 001 100 010 011

Calculate 100⊕ 101, the XOR distance between 100 and 101 is 011=1, which belongs

to K-bucket[0]. Look up 101, it is found in the k-bucket.

Figure 3.11: Nodes Visited During Kademlia Routing Algorithm (001 to 101)
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In the Kademlia algorithm, each node maintains the routing/address of other nodes

so that when any node in the network changes, including joins or leaves, the impact on

the entire network is minimal. Every time α nodes are taken out of the same k-bucket, a

query request is issued. The requesting node will always get the response from the fastest

peer. For security reasons, the longer a node is online, the more likely it will be added

to a k-bucket. Therefore, even if an attacker constructs a batch of malicious nodes, it is

challenging for these malicious nodes to be added to a k-bucket by normal nodes.

Flare [82] uses the key ideas of the Kademlia Distributed Hash Table for finding routes

in payment channel networks. Flare is a hybrid routing algorithm which consists of two

stages 1) proactive and 2) reactive stages. A node proactively discovers the neighbours

and beacon nodes. The reactive stage is for selecting and ranking candidate routes when it

receives paths from other nodes. Flare is similar to Kademlia in constructing the routing

table and route discovery. It uses 256 bits address instead of 160 bits address in Kademlia.

It uses an XOR operation to calculate the distance between two addresses to determine

who is the next hop. Flare simulated a 2000 nodes’ topology and found this routing

algorithm has the potential to support a scale of network with millions of users.

3.3.4 AODV-Based Routing

AODV-based routing algorithm was proposed for use in the lightning network in 2018

[83]. It applies the Ad-hoc On-Demand Distance Vector Routing protocol (AODV) to

blockchain payment channel networks. The node does not store the routing information

of all nodes in the network. It checks the routing table only when it needs to generate

payments to the destination node. If there is no route, it broadcasts REQ requests to

neighboring nodes with direct payment channels to discover a path. If the node receiving

the REQ message is the destination node or there is a route to the destination node in the

routing table, the REP message will be unicast to the source node and stop broadcasting

the corresponding REQ message. If the node receiving the REQ message is not the

destination node or if there is an intermediate node routing to the destination node, the

REQ message will continue to be broadcast to other direct neighboring nodes except the

current node. When the source node needs to communicate with the new destination node,

the REQ is repeatedly sent to discover the route to the new destination node. Figure 3.12

shows the route discovery and route selection process.

Both REQ and REP messages contain a sequence number field. The sequence number

allows the node to distinguish between old and new messages. It allows the node to update
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Figure 3.12: AODV-based Routing Algorithm

the old information in the routing table with the new information.

The AODV-based routing protocol is an on-demand routing protocol that only operates

when the source node needs it. Nodes only need to store the required routing data, which

reduces memory requirements. However, the route discovery process needs to broadcast

messages that consume considerable network resources. At the same time, broadcast

messages will incur delays which cause routes to become outdated. This routing algorithm

is suitable for networks whose topology is changing rapidly but expensive for stable ones.

The routing algorithms above are all single-path routing algorithms. Multi-path rout-

ing algorithms use the splittable characteristics of off-chain transactions to split an off-

chain transaction into multiple small transactions to reach the destination through differ-

ent payment channels. Multi-path routing has high concurrency when the network status

changes dynamically.

3.3.5 SilentWhispers

SilentWhispers is a Landmark-based routing algorithm proposed by Giulio Malavolta et

al. in 2016 [84]. In the Landmark algorithm, a landmark maintains a tree structure with

itself as the root node. Each edge of the tree is a payment channel. Each node is eligible

to be a landmark node, and each node has the right to choose which landmark nodes to

assist it in the routing process. In the SilentWhispers algorithm, a highly connected node

in the network will be selected as a landmark. The path from the sender to a landmark

and the path from the landmark to the receiver will be combined together to generate a

complete payment path.

There is only one landmark in SilentWhispers. It means that only one search tree is

generated. In this case, SilentWhispers acts as a single-path algorithm. A transaction

goes from the source node to the destination node via only one path.
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Figure 3.13: SilentWhispers Routing Algorithm with One Landmark Node

In the SilentWhispers algorithm, the landmark node is fixed. The information on

these landmark nodes is shared across the entire network. In the network, each node only

maintains its next hop to all landmark nodes. When receiving a path discovery request, a

node will judge the available balance of its payment channels and decide where to forward

the message based on the local routing table. SilentWhispers uses digital signatures to

construct a digital signature chain to achieve node identity authentication.

SilentWhispers used real transaction sets to simulate the network and analyze the re-

sult. A transaction takes roughly 1.3 seconds using the SilentWhispers routing algorithm,

which is less than Ripple network’s roughly 5 seconds per transaction [84]. It has the

potential to scale to an extensive network.

The fact that there is no public ledger of the entire network in SilentWhispers reduces

the storage requirements. However, the signature exchange significantly increases the

computing and communication overhead. In addition, in each tree structure, all paths go

through the landmark node, and this causes low channel utilization and resource wastage.

Even the route between two nodes very close to each other must pass through the Land-

mark node. This algorithm periodically updates routing tables, which may cause payment

failure due to out-of-date channel information.

3.3.6 SpeedyMurmurs

SpeedyMurmurs [85] proposed in 2017, solves some of the problems of SilentWhispers, but

has not gone into production. SpeedyMurmurs adopted the tree-based graph embedding

routing algorithm to realize path discovery among nodes. It can split a transaction amount

into small amounts and send these small transactions through multiple landmark trees.

Each landmark maintains a k-tree as the root node based on its local payment channels

information. Assume that a payment from u to v needs to be processed, the amount is c,

there are m Landmark nodes (L1, L2, . . . , Lm). The sender divides the payment amount



50

into m parts (c1, c2, . . . , cm). The routing of ci is handed over to Li.

There are two main differences from SilentWhispers. The first is that multiple land-

marks are used in SpeedyMurmurs. Multiple paths in different spanning trees provide

routing services. The second one is that each node will set a “coordinate”. This coor-

dinate contains its parent’s coordinate as a prefix and its own position in the spanning

tree. Nodes on the candidate path anonymously exchange information about neighbors.

Therefore, if a node knows a path closer to the recipient, it will forward the payment in

this direction, called the ”fast path”. In the fast path, the intermediate node does not

necessarily know the recipient but knows the neighbors near the recipient. Figure 3.14

shows the coordinates setup process of the SpeedyMurmurs routing algorithm.

Figure 3.14: Coordinates Setup for SpeedyMurmurs

The landmark node is assigned an empty coordinate value. The child node’s coordinate

value is the combination of its parent node’s coordinate and the identifier of this child node.

For example, in Figure 3.14, the closest node to the destination D [1,1,1] is the node with

coordinates [1,1]. The closest node to the node [1,1] is the source node with coordinates

[1,2]. The path is from the source node S to the node with the coordinate [1,1] to the

destination D.

The source node randomly splits the payment amount. In the search process, the node

needs to determine whether the balance of the relevant channel is sufficient. If part of the

path discovery fails, the source node will split the payment amount again according to the

failure information until all paths meet the balance requirement. If the shortest path can

be found through the coordinates, the route does not need to pass through the landmark

node.

The adoption of coordinates effectively shortens the path length and improves channel

utilization. In SpeedyMurmurs, the node coordinates update only occurs when a channel’s

balance becomes extremely low or zero. Compared with periodic updates, the overhead

of this algorithm is lower. However, when the balance of the landmark node’s child node

becomes zero, the tree needs to be reconstructed, which creates additional overhead. Com-
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pared with SilentWhispers, SpeedyMurmurs performs better on landmark and routing

selection under both static and normal dynamic networks. However, when the network

changes frequently, SilentWhispers provides better performance than SpeedyMurmurs.

3.3.7 Flash

Flash [86], CoinExpress [87] and Concurrent and Distributed Route Selection [88] are flow-

based routing algorithms for payment channel networks. We take Flash as an example.

Flash proposed by P.Wang, et al. in 2019. It divides transactions into two categories

according to the payment amount. Nodes have the network topology without capacity

information, and each node has its routing table. The node calculates the shortest path

for transactions with small payment amounts according to its routing table. Then the

node directly pays along this path. If it succeeds, the payment ends. If it fails, the

transaction amount that this path can support will be calculated, and the nodes can pay

part of the transaction amount along this path. The node recalculates the available path

for the remaining transaction amount and keeps trying according to the above steps until

the transaction is completed. If all feasible paths are exhausted, and the transaction

demand cannot be met, the transaction fails. In the worst case, the time cost is very

high. It is hard for most nodes to meet the balance requirement for transactions with

large payment amounts. It will cause channel congestion and transaction delay due to

too many attempts, affecting the network’s overall utilisation. Flash uses a breadth-first

algorithm to find several paths and calculates the maximum payment amount that these

paths can support. The source node also compares transaction fees required by different

paths to find low-cost and high-efficiency paths. However, nodes need to maintain the

routing table of the whole network. When the number of users increases significantly,

the storage requirements for nodes will become very high. The team who proposed Flash

provided a simulation [89], but this routing algorithm has not been implemented in the

lightning network mainnet.

3.3.8 Spider

Spider [90] is a packet-forwarding-based routing algorithm which was proposed in 2018. It

splits transactions and forwards them in parallel through multiple paths. In Spider, spider

routes are used to forward transactions to the receiver. When the channel is blocked, or

the balance of the channel is insufficient, the corresponding transactions will be placed in a

spider router waiting queue. At this time, the router can increase the transaction fee in the
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blocking direction of the channel locally to avoid more transactions passing through this

direction. Through such a mechanism, nodes are encouraged to explore different routes, so

the channel network is rebalanced. When the channel recovers, the waiting transactions

are processed according to their sequence in the queue. Figure 3.15 shows an example

where Spider is facing channel congestion.

Figure 3.15: Spider Routing Algorithm

In Figure 3.15, S is the source node, D is the destination node, and A,B,C,E are

spider nodes. The transaction from Source Node (S) to Destination Node (D) is split

to pass through two paths, 1) S → A → B → D, 2) S → C → E → D. Because

the A → B direction of the channel is frequently used, the balance in this direction is

exhausted and most funds are locked in the B → A direction which causes this channel

congestion. The payment through this path waits in the queue. Router A then sets a high

transaction fee for A → B direction, and router B sets a low transaction fee for B → A

direction. After that, other nodes are more likely to send transactions from B to A instead

of A to B because of the low cost. It will cause funds to move back to the A side. The

channel will be rebalanced. If the funds are enough in A → B direction, this transaction

S → A → B → D will be sent instantly.

Spider improves the utilization of the channel by dynamically adjusting the routing

fee and reduces the cost of closing and reopening the channel. However, the nodes need

to maintain information on the entire network and control the fee level at nodes which

increases the storage requirements of nodes and reduces the scalability of the network. In

addition, the state of blocked transactions depends on whether the channel is rebalanced,

increasing transaction latency.
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3.3.9 Comparison of Routing Algorithms

Table 3.9: Comparison of Routing Algorithm Under Different Evaluation Criteria

Evaluation

Criteria

Dijkstra Ant Kademlia AODV-

based

Routing

Speedy

Mur-

murs

Silent

Whisph

ers

Flash Spider

Efficiency Low High High Low High High High/Low Low

Rebalancing × × × × × × × ✓

Routing

Table Size

High Low Low Low Low Low High Low

Path Opti-

mality

✓ × ✓ ✓ ✓ × ✓ ✓

Concurrency × × × × ✓ ✓ ×/✓ ✓

Latency
Small payment amount: low Small payment amount: high

Large payment amount: high Large payment amount: low

Small

Transac-

tion Cost

Low Low Low Low High High High High

Efficiency: Since the e-commerce network has the characteristics of 1) a large number

of participants, 2) high transaction frequency, and 3) scattered transaction locations, a

routing algorithm that can reduce unnecessary searches in order to improve the efficiency

of pathfinding is a vital evaluation criterion. Dijkstra’s algorithm is strictly a breadth-

first algorithm, which calculates the cost from all nodes to the starting node. It is not an

efficient choice for a large-scale network. There is no need for the Ant algorithm to search

all nodes to find a path which is much better than the Dijkstra algorithm. However, it

tends to choose the next node randomly, which affects the search efficiency. The Kademlia

algorithm selects a limited number of closest nodes as a next step. reducing the number of

searches. In AODV-based routing, the route discovery process requires broadcast messages

which consumes a lot of network resources and has low efficiency. SpeedyMurmurs and

SilentWhisphers use landmark nodes to reduce the number of searches. In Flash, the

pathfinding process for small value payments is more efficient than that for large payment

amounts. The transaction goes through multiple paths, and this increases uncertainty just

like the Spider routing algorithm.
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Rebalancing: Frequent transactions will cause imbalanced channels. So, whether the

routing algorithm has a rebalancing mechanism affects the stability and efficiency of the

channel network. Only the Spider routing algorithm considers rebalancing mechanisms.

Routing Table Size: This indicates whether a node has a global view of the network

Nodes in Dijkstra and Flash algorithms need to store global information to calculate a

path. For Ant, Kademlia/Flare, AODV-based routing, SpeedyMurmurs, SilentWhisphers,

and Spider algorithms, nodes only need to maintain limited information, including neigh-

bor’ information and direct connected channels information. The routing table size and

storage requirements are consequently reduced.

Path Optimality: It shows whether the routing algorithm considers taking the op-

timal path or first come first adopted. Dijkstra is a shortest path first algorithm. In an

e-commerce topology, the optimal solution for the shortest path can be obtained. The Ant

algorithm seeks a satisfactory solution rather than an optimal solution. When the Kadem-

lia algorithm locates a node, it requests the k nodes closest to search in each k-bucket. The

result returned at each step is the local optimal solution. AODV-based routing algorithm

can find an optimal path based on the existing routing table. SilentWhisphers finds a path

through a landmark. There is a high probability that this path is not optimal. Speedy-

Murmurs can find a shorter path based on the neighbors routing table. Flash compares

all available paths to find multiple lowest cost paths. Spider uses rebalance mechanism to

ensure the optimal path decision.

Concurrency: Single-route algorithms, including Dijkstra, Ant, Kademlia/Flare,

AODV-based routing, and Flash for small payment amounts, have low channel utiliza-

tion. Multi-route algorithms, including SpeedyMurmurs, SilentWhisphers, Flash for the

large payment amount, and Spider, can split a transaction to multiple channels, increasing

channel utilisation and having high concurrency.

Latency: Transaction processing latency. In a scenario where the payment amount

of single-route algorithms is small, and the channel capacity is sufficient, the transaction

latency is significantly lower than that of the multi-route algorithms. But if there are large

transactions, the single-route algorithm channels may become congested for a long time,

resulting in increased transaction processing time.

Small Transactions Cost: The average transaction fee required to transfer a small

payment from the source node to the destination node should be considered. A transaction

is going through a single path under single-route algorithms. However, multiple paths are

used to send a transaction in multi-route algorithms. With more intermediate nodes
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involved, the total cost will increase. Therefore, with the same topology, single-route

algorithms have lower costs than multi-route algorithms.

After the above comparison, the Kademlia algorithm has high efficiency and low rout-

ing table size. It can find the optimal path during the path discovery process. The

Kademlia algorithm has low latency and low costs for small transaction amounts. Us-

ing these criteria, the Kademlia routing algorithm is a good choice for our e-commerce

network.

3.4 Channel Rebalancing

As we mentioned, when two participants do not have a direct payment channel, they need

to establish a payment path by connecting intermediate nodes. Most routing algorithms

do not consider the rebalancing problem. Frequent transactions in one direction often

result in an imbalanced state of the channel. In an extreme case, the balance on one side

of the channel becomes 0. A bidirectional channel becomes a unidirectional channel.

Figure 3.16 shows the imbalance process of payment channels among node A, B, and

C. The original capacity of the channel between A and B is 200 and between B and C

is 200. 100 for each side. When many transactions go through A → B → C, the A-side

balance of channel AB and B-side balance of channel BC are quickly exhausted. At this

time, transactions can no longer pass via A → B → C. Path discovery attempts will fail if

this is the only path from A to C. This situation is an extreme case of channel imbalance.

Figure 3.16: Imbalance Process of Channels

The general solution for this situation is to close the channel and then reopen it and

deposit more funds to the channel. However, for a scenario like e-commerce, this operation

will generate a considerable number of on-chain transactions which cannot be processed

quickly. Rebalancing is a technology that attempts to deal with this issue.

The purpose of rebalancing is to enhance the liquidity of the network while reducing

interaction with the blockchain. There are several methods to achieve channel rebalance.
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We divide the existing rebalancing technologies into four categories: 1) Leader-Decision,

2) BackPressure, 3) Cost-Incentives, and 4) Self-Organizing.

3.4.1 Leader-Decision

The Liquidity Network proposed the Revive protocol that allows payment channels to be

rebalanced off-chain. The network adopted by Revive needs to include a ring structure.

In Revive, a leader will be chosen to guide the rebalancing process. During this period,

all participating channels need to be frozen. A series of off-chain payment transactions

are constructed based on each participant’s preferences and current needs, then handed

over to everyone for signature. After each participant has signed, the atomic transaction

is forced to be executed.

Figure 3.17: Imbalance Network with Ring Structure

In the figure, A wants to send 50 to E. The original payment channel from A to

E is A → B → C → E, but at this point, the deposit on the channel from B to C

is insufficient to allow this payment to be made. Therefore, the network finds another

path A → B → D → C → E for the transaction. However, this path is longer than the

original one and will cost more because it involves more intermediaries. Revive, in this

case, could rebalance the deposits in each channel and make the shorter path available for

participants.

Figure 3.17 shows the rebalancing process between participants in Revive. Before the

rebalancing, a leader needs to be elected by all participants to receive the rebalancing

requests from enough participants, and calculate the amount of deposit needed to be re-

balanced in each channel. Revive uses a leadership rotation strategy. Each participant

is identified by its public address in the global ledger, which is considered unique and

numeric. For the first round, the participant with the smallest identifier will be elected as

a leader. The participant with the next smallest identifier will be elected as the leader for
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Figure 3.18: Rebalancing Process in Revive

the next round. The process is described in the following.

(1) Participants send rebalancing requests to the leader in this round. A threshold defines

the number of rebalancing requests that a leader needs to receive from participants to

initiate the rebalancing.

(2) The leader sends a rebalancing initiation request to all participants to ask for their

confirmation after he receives enough rebalancing requests in (1).

(3) Participants respond to the leader with a Participant Confirmation. Then the leader

prepares a list of participants who will join the rebalancing in this round.

(4) The leader sends Channel Freeze Requests to the participants involved to let them

freeze their funds in the channel.

(5) Participants send a Frozen Channels Confirmation indicating which channels they have

frozen and the balance they expect after the rebalancing.

(6) The leader calculates a set of transactions that indicates the balances of each partic-

ipant and their balances for each channel after the rebalancing. The Merkle root hash

of these transactions and their addresses will be sent to participants for verification and

signing.

(7) Participants verify the hashes to detect whether they are correct. If so, they send the
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hash with their signatures to the leader.

(8) The leader unfreezes channels by multicasting the states to participants after receiving

all their signatures. The balance of channels has been updated.

If the leader does not collect enough signatures in (8), the Full Signed Commitment

Set will not be generated. After a time out, the balances revert to the original amounts

before this process begins.

3.4.2 BackPressure

The Celer Network proposed a Distributed Balanced Routing (DBR), which originated

from the backpressure routing algorithm in wireless networks [42]. DBR calculates routing

paths based on network congestion to avoid channel imbalance. It proposed a measure-

ment standard, congestion-plus-imbalance (CPI) weight. The CPI calculates the difference

between the inflow and outflow tokens of a node in a period of time. The greater the dif-

ference, the easier the node will be selected as the next hop. Because the more significant

difference proves that channels of this node are more imbalanced, through transactions,

the token flows in the reverse direction and channels are restored to balance.

DBR does not require additional scheduling nodes and can operate in a decentralized

manner. It detects non-responding nodes and makes adjustments in each calculation.

However, like the traditional backpressure algorithms, DBR needs to maintain the queue

at each node. For large networks, this overhead is enormous. Moreover, DBR is a dynamic

routing algorithm. It may choose a longer path according to the network congestion degree,

which causes unnecessary delay.

3.4.3 Cost-Incentives

As we mentioned, the Spider routing algorithm uses a cost incentive rebalancing technol-

ogy. In a channel, the node will increase the transaction fee on the side where the token

often flows out. Through the incentive of lower transaction costs, tokens get transferred

in the opposite direction, and the channel is rebalanced. There is no centralized schedul-

ing node in the network. However, as we described before, each node needs to maintain

information on the entire network, which increases the node’s storage requirements and

reduces the network’s scalability.
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3.4.4 Self-Organizing

Rene Pickhardt proposed Just-in-Time (JIT) routing [91] in 2019. In multi-hop routing,

the pathfinding may fail due to insufficient funds on a certain channel. JIT attempts

to suspend the routing process and transfer funds from other channels to this channel

to rebalance channels that lack liquidity. If successful, payment can be sent; otherwise,

temporary channel failure will be sent. Figure 3.19 gives a JIT rebalance example. In

Figure 3.19: JIT Rebalance Process

Figure 3.19, A tries to transfer 90 to C. There are two paths A → B → C and A → B →

D → C. However, the balance on B side is not enough to support this transaction. In

the traditional path discovery process, A will receive a temporary channel failure feedback

because there is no path found. JIT will move funds from B’s neighbor to B in order to

increase the balance on B side. In the figure, 50 moves from C to B, then B to D, and

finally D to C. After this step, the total funds at each node will not change. But now B

has sufficient balance to support the transaction via A → B → C.

JIT routing improves the routing success rate to a certain extent. At the same time,

nodes only need to know their own channel information instead of that of the whole net-

work, which protects privacy. However, if the node does not know the channel information

of other nodes, it may encounter failure when transferring funds. The worst case is that it

will fail anyway but will still take a long time to return the failure message to the initial

node. This causes a higher latency.
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3.4.5 Comparison of Rebalancing Methods

Table 3.10: Comparison of Routing Algorithm Under Different Evaluation Criteria

Evaluation Cri-

teria

Leader-Decision BackPressure Cost-Incentives Self-Organizing

Active or Passive Active Active Passive Active

Frozen Channels ✓ × × ×

Ring Structure ✓ × × ✓

Intermediary

Transaction Fees

× × ✓ ×

Active or Passive: Active rebalancing is initiated by the node to rebalance the channel

balance. Passive rebalancing is using incentives to encourage funds to move in the opposite

direction along an imbalanced channel to achieve channel rebalance. For active rebalanc-

ing, there may be two reasons for failure: 1) channels in the network do not have enough

balance, 2) there is no candidate channel for rebalancing in the network, for example, no

ring structure is formed among channels. One consequence of passive rebalancing is that

some payments have to pay higher fees than in the absence of passive rebalancing, result-

ing in insufficient capacity in the channel to transfer the payment amount plus increased

fees.

Frozen Channels: Freezing channels means there is no liquidity during the rebal-

ancing decision period. For leader-decision rebalancing, a leader is selected to manage

the rebalancing process. For example, in Revive, the leader must confirm there is no

state change in corresponding channels before the final decision. This method can ensure

the accuracy of rebalancing. However, the partial unavailability of the payment channel

network for a certain period will affect the transaction efficiency of the entire network.

Ring Structure: Leader-decision and Self-organization rebalancing need a ring struc-

ture to support the rebalancing movement. This structure can ensure that the channel is

rebalanced without changing the balance of nodes. However, the status of the intermediate

nodes in the path will affect the success rate of rebalancing, such as whether the balance

is sufficient or whether the node is reachable.

Intermediary Transaction Fees: Cost-Incentives rebalancing uses different trans-

action fees to motivate the rebalancing process. This means the sender needs to transfer

the payment amount plus transaction fees which increases the cost of transactions. Other
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rebalancing methods can set transaction fee to 0.

For the e-commerce industry, rebalancing goals are 1) less total fee costs, 2) higher

rebalancing success rate, and 3) smaller impact on the whole network. So the best choice

for our application is a low-transaction-fee active rebalancing without the need for ring

structures and without the need to freeze channels.

In this chapter, we investigated the size of the current e-commerce network. We

discuss the topology and routing algorithm requirements of Layer2 based e-commerce.

After summarizing the problems and feasibility of applying various topology and routing

algorithms in this scenario, we find that topologies like Fat-tree structure and Kademlia

routing algorithms are more suitable for Layer2 based e-commerce. Topology like Fat-

Tree can shorten the path length, reduce the number of required payment channels, and

improve the extendibility and reliability of the network. Routing algorithms, like the

Kademlia algorithm can improve pathfinding efficiency, reduce the size of routing tables,

provide optimal paths, and reduce transaction fees.

In the next chapter, we will propose a blockchain Layer2 based e-commerce architec-

ture, detailing the design of topology and routing algorithm.
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The Blockchain Layer2 based

E-Commerce Architecture

In this chapter, we will introduce our proposed blockchain layer2 based design for e-

commerce. In our design, the base layer is the blockchain network used to settle transac-

tions. The second layer is the lightning network which can help to improve the number

of transactions per second and reduce the transaction fees required. The participants in

the lightning network are customers, merchants, and platform nodes maintained by an

e-commerce platform like Amazon.

Each participant runs a lightning node. Each customer or merchant generates one or

more payment channels to the platform nodes. Platform nodes establish payment channels

with each other according to our proposed topology. These participants and payment

channels form the e-commerce lightning network. Above the lightning network layer, there

is a routing layer used to find a path from a customer to a merchant. We improved the

Kademlia routing algorithm and applied it to this situation. After a participant joins the

lightning network, our algorithm will send a request to a centralized process that we call

the k id allocator to be allocated a k id. These k ids organize the nodes into a Kademlia

tree structure. The routing layer will use our improved Kademlia routing algorithm, k-

routing, to find a path. This route will be returned to the lightning network layer, and

a transaction will be sent along the returned path using source routing. Customers can

generate many transactions on the lightning network layer if they have enough balance.

When a customer or merchant wants to close the channel, a settlement transaction will

take place on the blockchain, and the balance will be returned to their blockchain account.

The design details will be described in the following sections.
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Figure 4.1: Proposed Layer2 based E-Commerce Design Architecture
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4.1 Network Topology

Figure 4.2: Layer2 based E-Commerce Topology

Section 3.2.5 shows how a Fat Tree topology can be horizontally scaled to support

more servers while not increasing the path length. This is potentially suitable for a layer2

based e-commerce system. If the Fat-Tree topology is applied to the e-commerce system,

switches are replaced by platform nodes and servers connected to the switches are replaced

by the customer and merchant nodes which connect with platform nodes. Figure 4.2 shows

our layer2 based e-commerce system topology.

There are two levels of platform nodes in this topology. Customers and merchants

are in the Leaf-Layer, which directly connects with Edge-Layer platform nodes. All Core-

Layer platform nodes are used to connect the Edge-Layer platform nodes. If there is no

path via the Edge-Layer platform nodes or a path needs to pass too many intermediaries,

a customer can find a route via Core-Layer platform nodes to quickly send transactions

to a specific merchant.

Platform nodes are divided into groups. There are two groups in the Core-Layer, but

they connect with the same Edge-Layer platform nodes. The second group of Core-Layer

is used for an alternative path selection if the node in another group is unresponsive.

Each Core-Layer group has several channels connected with its neighbour groups. These

connections can provide more path choices. Moreover, it can relieve the traffic pressure

when the transaction volume becomes enormous. Groups in the same level have the

same number of platform nodes inside, and platform nodes are mesh connected inside a

group. The advantage of mesh connection is that each platform node on the same level

can directly communicate, which can minimize the number of intermediate nodes required

to effect the transaction. We assume the number of platform nodes in each Core-Layer

group is G1, and the number of platform nodes in each Edge-Layer group is G2. An e-
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commerce platform can decide the exact number of G1 and G2 according to the number

of customers and merchants. As the number of users increases, including customers and

merchants, more Edge-Layer groups can be added to help the system scale horizontally.

Each Edge-Layer group has several channels connected with its neighbour groups. These

connections provide more path selection and can avoid system unavailability if Core-Layer

nodes become unavailable.

Even though there is no limitation on the number of channels that a node can connect

with theoretically, this number may be limited in practice because of insufficient resources

or bandwidth. k denotes the maximum number of channels that a single node can support.

When the e-commerce platform, like Amazon, sets up G1 platform nodes in each Core-

Layer group and each Edge-Layer platform node has one payment channel with each

Core-Layer group, the max number of Edge-Layer platform nodes that these Core-Layer

nodes can support is

(k − (G1− 1))×G1 (4.1)

(G1 − 1) is the number of payment channels that a Core-Layer platform node uses for

interconnection with other Core-Layer platform nodes in the same group. Because each

Edge-Layer node only connects one Core-Layer node in each group, (k−(G1−1)) presents

the number of payment channels that one Core-Layer node can support except its inter-

connection channels. In other words, it refers to the number of Edge-Layer nodes that a

Core-Layer node can connect to.

Multiple Core-Layer groups are used to provide redundant channels between Core-

Layer nodes and Edge-Layer nodes. Equation (4.2) shows the max number of Edge-Layer

platform nodes under multiple Core-Layer groups.

(k − (G1− 1))×G1− b (4.2)

b is the number of channels used to connect multiple core layer groups. The max number

of Edge-Layer platform nodes decreases due to some channels of Core-Layer nodes being

used to connect the other Core-Layer groups.

The number of customers and merchants that this topology can support is

((k − (G2− 1))×G2)× (k − (G1− 1))×G1

G2
(4.3)

(k − (G2 − 1)) × G2 is the number of customers that a group of Edge-Layer nodes can
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support, ((k − (G1− 1))×G1)/G2 is the number of Edge-Layer groups.

Figure 4.3: The number of Users that can be supported when k=1800

Using 1ml.com, a Lightning Network search and analysis engine we discover that in

May 2021, the most connected node in the lightning network has 1,852 active payment

channels. We therefore assume that the maximum number of channels that a single node

can support is k = 1800. With the number of platform nodes in each Core-Layer group

increasing, the number of customers and merchants that the platform can support is shown

in Figure 4.3. We can find that the less platform nodes in each Edge-Layer group (G2),

the more users the e-commerce platform can hold with the same Core-Layer structure.

Figure 4.4: The number of Users when G2=4

If the number of platform nodes in each Edge-Layer group G2 = 4, Figure 4.4 shows the

total number of users the system can support when the number of platform nodes in each

Core-Layer group (G1) increases. In section 3.1, We presented information on the size of

the amazon.com payment network. We will apply our network structure to that example.

The number of Amazon customers is 300 million, and the number of merchants is 2.5
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million, so the total number of leaf nodes should be more than 300, 000, 000+2, 500, 000 =

302, 500, 000. If k = 1200, according to equation (4.3), when G1 = 273 or more, the

number of leaf nodes that the network can support is more than 302,500,000, and the

total number of Edge-Layer platform nodes from equation (4.1) is 253,344. If k = 1400,

G1 should be no less than 177, and the number of Edge-Layer platform nodes is 216,648.

If k = 1600, G1 should be 129 or more, and the number of Edge-Layer platform nodes

is 189,888. If k = 1800, G1 should be no less than 99, and the number of Edge-Layer

platform nodes is 168,498. Figure 4.5 shows the number of Edge-Layer platform nodes

required to support the corresponding users when G1 increases. The e-commerce platform

can add more Core-Layer groups to balance traffic, but the total number of Edge nodes will

not change. The more payment channels a node can establish, the fewer platform nodes

are required. This means that as node performance improves, more payment channels can

be established to a single node, and the total number of nodes required decreases.

Figure 4.5: The number of Edge-Layer Platform Nodes when G2=4

Our proposed network topology is based on the Fat Tree topology. We improve the Fat

Tree topology and make it more suited for Layer2 based mass e-commerce scenarios. Under

the Fat Tree topology, traffic aggregates to the core layer and the core layer servers decide

the path. However, in our proposed topology, Core-Layer nodes only provide another path

choice if there is no path via Edge-Layer. Transactions can pass via the Edge-Layer nodes

or via both Edge-Layer and Core-Layer nodes. In our topology, the e-commerce platform

can scale to a larger size by adding more Core-Layer platform nodes or horizontally using

more Edge-Layer platform node groups. It can support a user scale like Amazon.
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4.2 K-Routing Algorithm

In section 3.3.3, we introduced the Kademlia routing algorithm developed for use in DHTs.

It uses an XOR metric to measure the distance between two nodes which can significantly

increase the route searching speed. However, the original goal of this algorithm is to

find the < key, value > rather than the nodes along the path. It updates the routing

table when it finds the next closest nodes, adds these to the routing table, and then adds

more nodes during the pathfinding process. We improve the existing Kademlia routing

algorithm so that it can be better applied to State Channel based payment network. The

Kademlia algorithm is suited for searching a network for content. Because all connections

are based on IP addresses. When the new IP is added to the routing table, the source node

can directly contact this IP address. However, our layer2 based e-commerce platform aims

to find the next hop and ultimately find a path through the network of payment channels

from the customer to a merchant.

We use the lightning network as a Layer2 overlay. Transactions can only be sent

between nodes linked by payment channels. Participants must generate on-chain transac-

tions and deposit funds to a payment channel to enable transactions. The update process

of the Kademlia routing algorithm is not entirely suited for our network. Therefore, we

propose a modified k-routing algorithm for e-commerce system. Figure 4.6 shows how

the K-routing algorithm works. In the K-routing algorithm, only the next hops who have

payment channels will be added to the routing table.

There are four types of users, 1) customers, 2) merchants, 3) Core-Layer platform

nodes, and 4) Edge-Layer platform nodes. When a user joins the network, an entity called

a k id allocator assigns a unique k id according to user’s role and IP address. If the user

is a customer or merchant, the allocator will also return an Edge-Layer platform node

that the user node should connect with. If the user is an Edge-Layer platform node,

the allocator will return a Core-Layer platform node in each Core-Layer group and other

Edge-Layer platform nodes in the same group. If the user is a Core-Layer platform node,

the allocator will return other Core-Layer platform nodes in a group. The k id allocator

maintains its k id table. Once a new node joins the network, the new k id will be updated

in the table. We will describe the details of the k id allocation mechanism in section 4.2.1.

Each participant maintains a local routing table. The routing table is a binary tree

whose leaves are k-buckets. K-buckets are a list of routing addresses of other nodes in

the network, which are maintained by each node and contain IP address, port, k id, role,

zone number, group number, lightning id, channel id, channel balance, and neighbor’s
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Figure 4.6: K-Routing Algorithm Process

lightning id. The details of the routing table will be described in section 4.2.2. The user

will then spawn a new lightning node. The lightning node id of this user will be sent to the

k id allocator, and the allocator will update this data in a k id table. The user establishes

payment channels according to its routing table and deposits funds to these channels. The

channel id, channel balance and neighbours’ lightning node id will be updated in the local

routing table. A route can be discovered using the local routing table and k-buckets when

a customer attempts to send a transaction. With the XOR operation, the next hop will be

found, and ultimately a path will be returned to the user. A lightning network transaction

can now be sent via the discovered path to the destination. Finally, the corresponding

nodes will update their local routing tables and wait for the next transaction.

4.2.1 k id Allocator

Figure 4.7 shows the k id allocator working process. In our design, the k id allocators

are servers that are used for allocating k ids to different kinds of user. k id allocators
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Figure 4.7: k id Allocation Process

are organized as server clusters. Multiple servers share the same k id table. When a

new node joins the network, a broadcast request will be sent to the cluster for table

updates. When a server fails, the system can isolate that server from the system and

complete the new load distribution through the load transfer mechanism of each server

which avoids single point failure. k ids will be organized in a binary tree structure for

the route discovery process. We assume that each k id is allocated according to the

customer’s or merchant’s IP address. E-commerce platforms create and maintain Core-

Layer and Edge-Layer platform nodes. Each Edge-Layer platform node is responsible for

an area containing multiple IP addresses and will establish connections with customers

and merchants in that area. We define “zones” for these different ranges. Each zone

is a continuous range of k ids. For example, the Edge-Layer platform node, Edge-1 is

responsible for a “zone”, and the zone number of this Edge-1 is zone1 ∈ [0, 211). If the

network location of a customer is within this zone, the k id allocator checks his IP address

and allocates an unused unique k id in the range of zone1 to this user. This design can

make sure that each Edge-Layer platform node and its customers/merchants are the closest

under XOR distance. The e-commerce platform predicts the total number of customers

and merchants and then knows the tree’s height. Core-Layer platform nodes are placed

in the middle of the binary tree. Figure 4.8 shows the tree structure of the K-routing

algorithm.

E-commerce companies maintain an IP table corresponding to IP addresses. In Figure
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Figure 4.8: The k id Binary Tree Structure for K-routing Algorithm (C is a customer
node, M is a merchant node, Core-P is a Core-Layer platform node and Edge-p is a Edge-
Layer platform node.)

Figure 4.9: Zone Range of Binary Tree

4.9, each Edge-layer platform node is responsible for a certain range of IP addresses. This

Edge-Layer node and the customers/merchants belonging to it consist of a Zone. When a

customer or a merchant belongs to a certain IP address range, he will establish payment

channels to the corresponding Edge-Layer node. We assume the max number of channels

a node can have is k. In the binary tree, each zone is in a subtree with a height of n.

One Edge-Layer platform node and customers and merchants that have channels with it

are placed in such a subtree. All zones form a complete tree, and the total tree height

is m. Take Dublin city as an example. From [92], there are 167,081 IP addresses in the

Leinster State of Dublin. If a node can establish 1,800 payment channels, as described

before, these IP addresses will be distributed to 93 zones. 93 Edge-Layer platform nodes

are responsible for these customers and merchants according to their IP tables.

Table 4.1 is the format of k id table entry.
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Table 4.1: k id Table Entry Format

netaddr The IP address and port number of the newly joined user.

k id k id allocated to this user.

Role Role of the user, customer / merchant / Core-Layer platform node / Edge-

Layer platform node

LN id Lightning node id of this user

zone number The zone number of this node.

group number The group number of Core-Layer or Edge-Layer platform nodes. If node is a

customer or merchant, this is set to 0.

4.2.2 The Routing Table

The routing table is a binary tree whose leaves are k-buckets. In the Kademlia routing

algorithm, k-buckets are a list of routing addresses of other nodes in the network, which

are maintained by each node and contain the IP address, port, and NodeID for peer

participants in the system. In our algorithm, IP address, port, k id, role, zone number,

group number, lightning id, channel id, channel balance, and neighbor’s lightning id will

be added to the routing table used to find the next hops in the payment network.

Each user will maintain its routing table locally. As we showed in the previous sec-

tions, when uses join the network, they will be issued with k id, role, zone number,

group number. After the user connects to the lightning network and generates payment

channels with other nodes, more information will be acquired. Table 4.2 shows the table

recorded by each user. Each record takes 242 bytes. The table size is independent of the

network size in our design. Because each node can only establish a limited number of pay-

ment channels, and the routing table (k-buckets) records the connection information with

other associated nodes. Searches do not change the size of the routing table. Only when

other nodes disconnect or connect with this node will it have an impact on the size of the

routing table. For platform nodes, if each node can establish 1800 payment channels, it

takes around 400kb to record the routing table, including records of customers, merchants

and other platform nodes it connects with. For a customer or merchant, it only takes 242

bytes.

Different k-buckets store node information with different distances from that node. For

example, in Figure 4.10, a node’s k-bucket[0] stores the node information whose distance

is 1 from this node. K-bucket[1] stores the node information whose distance is between 2
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Table 4.2: Routing Table Format

Parameters Meaning size(bytes)

netaddr The IP address and port number of the user. 4

k id k id allocated to this user. 4

Role Role of the user, customer / merchant / Core-Layer platform node
/ Edge-Layer platform node

1

zone number The zone number of this node. 4

group number The group number of Core-Layer or Edge-Layer platform nodes.
If node is a customer or merchant, this is set to 0.

4

LN id Lightning node id of this user 66

channel id The channel Identifier. 18

channel balance Funds available in the channel. 4

source LN id The node providing entry to the channel. 66

destination LN id The node providing the exit point for the channel. 66

active Boolean value, is available for routing. This is linked to the chan-
nel flags data, where if the second bit is set, it signals a channel
is temporarily unavailable (due to loss of connectivity) OR per-
manently unavailable where the channel has been closed but not
settled on-chain.

1

base fee millisatoshi The base fee (in millisatoshi) charged for the HTLC (BOLT 7). 4

and 3 from this node. Unlike the Kademlia algorithm, only nodes with a direct payment

channel connection to this node will be recorded in the k-buckets of this node.

Figure 4.10: Kademlia’s Routing Table - KBucket Structure

4.2.3 Maintaining the Routing Table

A node can take on any of four roles in our layer2 based e-commerce system. This is

determined when a user joins the network. If it is:

1) a Core-Layer platform node, the allocator will allocate a k id which is located near

the middle of the binary tree and return other Core-Layer platform nodes’ k id in the

same group from the k id table. The allocator will also send this newly joined Core-Layer
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platform node’s k id to other nodes in the same group to help them update their routing

tables.

Figure 4.11: A Core-Layer Platform Node Joins the Network

2) an Edge-Layer platform node, the allocator determine a new zone for it and return the

k id from the range of zones. The allocator also returns the k id of a Core-Layer platform

node selected from each existing Core-Layer group. The allocator also returns the k ids

of other Edge-Layer nodes in the same Edge-Layer group as the newly added Edge-Layer

platform node. This new k id will be sent to these corresponding nodes allowing them to

update their routing tables.

Figure 4.12: A Edge-Layer Platform Node Joins the Network

3) customer or merchant: the allocator allocates a unique k id according to their IP

address. The user’s k id and the k id of the Edge-Layer platform node in this zone will be

given to this user. This new k id will be added to allocator’s k id table to avoid duplicate

allocation. Also, this k id will be sent to the corresponding Edge-Layer platform node by

k id allocator and the platform node adds it to its routing table.

In our design, the k-buckets only record node’s k ids with direct payment channels.

In a distributed network, nodes may frequently join and exit the network due to net-

work fluctuations and other factors. However, the k-buckets save relatively static infor-

mation. They need to be updated as some conditions change.

There are three ways to update k-buckets.
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Figure 4.13: A Customer Joins the Network

1) Actively collect node status and update k-buckets. Any node can initiate a find-node

request to the k id allocator to refresh the node information in the k-bucket. This method

is suitable for recovering a temporarily unresponsive node.

2) Passively collect node status and update k-buckets. When receiving requests from other

nodes, such as a new corresponding node joining the network, the k id of this new node

will be added to the k-bucket.

3) Detect failed nodes. When the algorithm is determining whether a node in the k-bucket

is online or not by initiating a PING request. A node will be deleted from the k-bucket if

it is offline.

The newest node will be added to the end of the k-bucket. That is to say, nodes that

have been online for a long time have a higher probability of being able to remain in the

k-bucket list. This mechanism improves the stability of the K-routing network and reduces

network maintenance costs. At the same time, this mechanism can prevent DDOS attacks

to a certain extent. Because if the k-bucket is full, the k-bucket only updates after the old

node fails.

4.2.4 Route Discovery

The XOR operation is used to calculate the logical distance between two nodes.

d(x, y) = x⊕ y
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The result is 0 when the corresponding bits are the same, and 1 when they are not. The

distance range of K-bucket[i] is [2i, 2(i+1)). If a node with ID A wants to find a node with

an ID value of B, the K-routing performs a route discovery according to the following

steps:

1) Calculate the distance to B, d(A,B) = A ⊕ B. and see that the result belongs to a

particular distance range. We then choose the K-bucket corresponding to this range.

2) Filter out α nodes closest to the target ID from the corresponding K-bucket, and check

whether the channel balance on the side of this node is sufficient to support the transaction.

If yes, initiate a FIND NODE query request to each of these nodes in parallel. If no,

the node with an insufficient balance is not considered a valid next hop. If the number of

nodes in this K-bucket is less than α, just select this number.

3) For each node that receives the query operation, if it finds that it is B, it will answer

that it is the destination; otherwise, it measures the distance between itself and B, and

repeats step 2).

4) According to the topology design in the previous section, all Edge-Layer platform nodes

know the IDs of the Core-Layer platform nodes connected to them. Therefore, if the α

closest nodes to B found by an Edge-Layer platform node do not include a Core-Layer

platform node, the corresponding Core-Layer platform nodes will be added as the next

nodes. This design is because the IDs of Core-Layer platform nodes are distributed in the

center of the k id Binary Tree. If the IDs of customers and merchants are on the same side

of the binary tree, the path between them may only go through the Edge-Layer platform

nodes, resulting in a longer final path.

5) In this process, A can find multiple alternative paths that meet the balance requirement.

The shortest path will be selected. If two or more paths are the shortest, the path with

the highest available balance will be selected.

6) During the query process, nodes that do not respond in time are eliminated immediately.

This ensures that the found nodes are online and reduces search time.

In our design, the k id allocator regulates entry to the network and determines the

topology, which introduces centralized control and dependence on a single node. In prac-

tice, e-commerce companies can use distributed k id allocators to mitigate such affects.

4.3 Channel Rebalancing

Our layer2 based e-commerce topology is very different from the existing lightning network

topology. The e-commerce company maintains platform nodes. Transactions can flow in
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both directions through channels of platform nodes. Rebalancing will be more flexible.

The customer is the one that sends transactions, and the merchant is the party that

receives transactions. In general, the transaction flow direction is from the customer to

the platform and then from the platform to the merchant, rather than the reverse. This

results in the balance of the customer side continually decreasing and that of the merchant

side constantly increasing. If a customer does not have enough funds, he must redeposit

more to the channel. Merchants can periodically withdraw money from the channel.

Therefore, this section only discusses the channel rebalancing of platform nodes.

Figure 4.14: Rebalancing of Platform Channels with Small Payments(sub-figure (a)
Pathfinding without Rebalancing, (b) Corresponding channels self-rebalancing, (c) Af-
ter Rebalancing, (d) Pathfinding after Rebalancing)

4.3.1 Rebalancing of Platform Node Channels

The platform node channel rebalancing consists of (1) moving funds within a channel

and (2) moving funds through a circle of nodes. For (1), if the balance on one side of

the channel is lower than β after transactions (β can present the percentage of the total

capacity of this channel), this node generates a payment invoice and sends it to the node

on the other side. The node on the other side can then send the corresponding amount of
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funds and restore the channel to its original state. It also suits the scenario of only one

e-commerce provider. The platform nodes are maintained by one provider. All funds on

platform nodes belong to this provider. If the provider wants to control rebalancing in a

simpler way, it may introduce a third party to manage the status of each channel which

causes extra message exchange and centralization issues. In addition, not all channels need

to be rebalanced at the same time. In this case, having the rebalancing happen inside part

of channels would be a better solution.

For (2), if the value of the transaction is greater than the channel balance along the

path, more funds will be moved in a circle to ensure that at least one channel can support

the payment. It also works in the scenario with multiple e-commerce providers. Different

providers maintain platform nodes. The total balance on each node needs to be the same

after rebalancing.

Figure 4.14 shows the rebalancing process of platform nodes. The number on the graph

is the balance of each side. Customer C1 wants to send 40 to merchant M1. The balances

of channel P3 → P1 is 20, and channel P3 → P4 is 30, which is not enough. In sub-figure

(a), path C1 → P3 → P2 → P4 → M1 is selected. Then if C1 wants to generate another

transaction with the value of 40, no path is found because the balance of channel P3 → P2

is insufficient. The payment channel is bidirectional and the platform nodes can invoice

each other and will be paid. In (b), P3 generates invoices and sends them to relevant

nodes (P1, P2, P4), and these nodes send payments to P3 for rebalancing channels. Now

in (c), the funds of each channel are equally distributed to both sides. In (d), a shorter

path can be selected to transfer the new payment after rebalancing.

If platform nodes are not maintained by the same e-commerce company, a circular

movement is needed. In Figure 4.15, if C1 wants to send 120 to merchant M1. The

balance on P3 side cannot support the payment. A circular movement will be generated.

P3 moves 25 via P3 → P2 → P4 → P3. Now P3 has a channel that can support the

transaction with a value of 120, but the total amount of funds of each node does not

change.

In this chapter, we outlined our design for a blockchain layer2 based e-commerce archi-

tecture. With 2-Level of platform nodes, tree-based K-routing algorithm, and rebalancing

mechanism, our design can support the network scale of Amazon theoretically. In the next

chapter, we will do experiments and discuss whether it can achieve this goal.



Chapter 4. The Blockchain Layer2 based E-Commerce Architecture 79

Figure 4.15: Rebalancing of Platform Channels with Large Payments
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Evaluation

In this chapter, we simulate the e-commerce payment scenario by building a series of small-

scale structured payment channel networks to demonstrate the feasibility of our approach

and evaluate network performance.

5.1 Experiments Setup

We validate the design of the previous chapter by building a small blockchain layer2-based

e-commerce topology. The prototype was built using C-lightning nodes deployed in a

custom-built Lightning Network. C-lightning nodes and bitcoin nodes run on Ubuntu

20.04 system with 2 CPU cores. The Bitcoin testnet is used as the Layer1 blockchain.

The experiment explores two aspects: 1) routing algorithm and 2) topology. We assume

transaction fees charged by all platform nodes are the same.

Section 4.1 described our proposed e-commerce network topology. There are three

layers: 1) Core-Layer platform nodes, 2) Edge-Layer platform nodes, and 3) Leaf-Layer

customers and merchants. We set up 3 different size topologies for experiments. The num-

ber of platform nodes for each level is shown in Table 5.1. For example, in Small(8,8,16),

(8,8,16) means that there are in total 8 Core-Layer platform nodes, 8 Edge-Layer plat-

form nodes and 16 Leaf-Layer nodes which include customer and merchant nodes. The 8

Core-layer nodes are divided into two groups of 4 nodes each. The 8 Edge-Layer nodes are

divided into two groups of 4 nodes each. The 16 Leaf-Layer nodes are comprised of 8 cus-

tomer nodes and 8 merchant nodes in this topology. Similarly, LargeHighCore(40,84,168)

represents a topology that has 40 Core-Layer nodes (10 groups of 4 nodes each), 84 Edge-

Layer nodes (21 groups of 4 nodes each), and 168 Leaf-Layer nodes (84 customer nodes

80
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and 84 merchant nodes).

Table 5.1: 2 Levels Platform Nodes Distribution in 3 Topologies

Topology
Type Small(8,8,16) Medium(8,16,32) Large(8,84,168) LargeHighCore(40,84,168)

Core-Layer
group Node
Count

4 4 4 4

Number of
Core-Layer
groups

2 2 2 10

Total Core-
Layer plat-
form nodes

8 8 8 40

Edge-Layer
group Node
Count

4 4 4 4

Number of
Edge-Layer
groups

2 4 21 21

Total Edge-
Layer plat-
form nodes

8 16 84 84

Channel
Count

60 108 516 1240

Small, Medium and Large topologies have the same number of Core-Layer platform

nodes, but the number of Edge-Layer platform nodes expands horizontally which helps

explore the performance of the routing algorithm when the number of Edge nodes increases.

LargeHighCore topology maintains the same number of Edge-Layer platform nodes as the

Large topology, but has more Core-Layer platform nodes. This is used to validate the

performance of the routing algorithm when the number of Core-Layer nodes increases.

Table 5.2: Different Sizes of Topologies Under Unstructured Network

Topology Size Small Medium Large

Number of Platform Nodes 16 24 92

Number of Customers 8 16 84

Number of Merchants 8 16 84

Channels of Most Connected Node 5 9 9

In order to compare the performance of the topology we proposed with the unstruc-

tured network, we also set up 3 unstructured topologies of different sizes. As shown in

Table 5.2, the number of nodes in the unstructured topologies is the same as in Table 5.1.

But the channels of each node are randomly generated. Each platform node randomly
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establishes payment channels with the other two platform nodes. Each customer or mer-

chant randomly selects a platform node. In these topologies, the most connected platform

node has established a total of 9 payment channels.

Figure 5.1 shows the 3 simulation topologies.

(a) Small Topology (b) Medium Topology

5.2 Experiment One – Routing Algorithm Performance

5.2.1 Evaluation Metrics

This experiment aims to compare our proposed K-routing algorithm with Dijkstra’s algo-

rithm, which is used by the C-lightning implementation and is the standard choice in the

production lightning network.

The evaluation metrics in this experiment include:

1) Transactions per second. This refers to the number of transactions completed across the

network in one second. Each customer node generates a certain number of transactions

targeted at different merchants. For example, Customer 1 (C1) generates 100 transactions

to Merchant 1,. . . ,n. We obtain the time cost after all transactions are completed in the

network and calculate the transaction per second using

number of transactions

total time cost
(5.1)

2) Total transaction fees. In our experiment, the transaction fees charged by all platform

nodes are the same: 1 msatoshi. There is a listpays command in c-lightning for querying

payment status. We acquire the amount paid by the customer and the amount received

by the merchant using this command. The result of (the amount paid by the customer −
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(c) Large Topology

Figure 5.1: Nodes Distribution on Unstructured Topologies
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the amount received by themerchant)× number of transactions yields the total transac-

tion fees.

3) Path length. This refers to the average path length from customers to merchants in the

network. There is no direct returned value in the c-lightning network that will tell us the

average path length. But 1 msatoshi presents one intermediate node in our assumption.

Therefore, our calculation of the transaction fees indirectly indicates the path length.

4) Transaction concentration. This metric aims to analyse the number of transactions pass-

ing through each Core and Edge platform node from a given traffic set. The listforwards

command in the c-lightning network displays all HTLCs that have been attempted to be

forwarded by the lightning node. We can use this command to monitor the number of

transactions passing through each platform node.

5.2.2 Experiment Results and Discussion

Transactions per second

We acquire the time cost of all transactions from customers to merchants and av-

erage this to calculate the transactions per second. Figure 5.2 show the throughput of

Small, Medium, and Large topology when the number of transactions from customers to

merchants increases from 100 to 500.

Figure 5.2: Throughput of Dijkstra Algorithm and K-routing Algorithm

In Figure 5.2, we analyze the result of Dijkstra and K-routing in our proposed topology,

also compare with the result of an unstructured Lightning topology with the same number

of customers, merchants and platform nodes. We can see that the transactions per second

using the K-routing algorithm are more than 3 times that of the Dijkstra algorithm. In
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Figure 5.1, we can also see that as the number of nodes increases, the transactions per

second across the network also increases with the K-routing algorithm. Using Dijkstra, the

transactions per second decreases slightly as the number of nodes increases. For Dijkstra’s

algorithm, as the number of nodes increases, Dijkstra’s search space becomes larger. At

the same time, in the process of finding the shortest path, a large number of temporary

paths are generated and these occupy a large amount of memory space, resulting in the low

efficiency of the algorithm. Although the search space becomes larger for the K-routing

algorithm, only a limited number of nodes need to be searched. This significantly reduces

memory requirements and improves search speed. We find that K-routing has better scal-

ability than Dijkstra’s algorithm and is more suited to large-scale networks.

Comparing the throughput of our proposed topology and unstructured lightning topology,

we find the fat tree based topology can deal with more transactions per second. We con-

ducted further experiments to find the reason.

Each customer generates a transaction to each merchant which can help us find the

path length of each transaction in the network. Figure 5.3 show the count of occurrences

of the path length in the unstructured and fat tree based topologies. We find the longest

path in the small topology is 6 hops. For fat tree based topology, the path length is

concentrated in 3 or 4 hops. The path length of unstructured topology is concentrated in

4 hops.

In the Medium topology, the longest path is still 6 hops. The path length under fat tree

based topology is concentrated in 4 hops and that of unstructured topology is concentrated

in 4 or 5 hops.

In the Large topology, the longest path of unstructured topology is higher than the fat

tree based topology. In the fat tree topology, the path length is concentrated at 5 hops,

which is smaller than the path length of the unstructured topology.

From the result above, we can find the majority of path length has been shortened in

the fat tree based topology. More transactions can be passed from customers to merchants

in the fat tree based topology than an unstructured lightning topology. So, our proposed

topology can provide better performance than the unstructured lightning network.

Transaction concentration

We acquire the number of transactions forwarded by each platform node in the Core-

Layer and Edge-Layer. The following figures show the results.

We find that more transactions are distributed on Edge-Layer platform nodes in Figure
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(a) Small Topology

(b) Medium Topology

(c) Large Topology

Figure 5.3: Count of Occurrences of the Path Length in the Unstructured and Fat Tree
based Topologies
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Figure 5.4: The number of transactions forwarded by each platform node in Small(8,8,16)

Figure 5.5: The number of transactions forwarded by each platform node in
Medium(8,16,32)
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Figure 5.6: The number of transactions forwarded of each platform node in Large(8,84,168)

5.4. There are only 2 groups of Edge nodes in Small(8,8,16). Two groups of adjacent nodes

are directly connected. Most paths that go through Edge-Layer platform nodes are shorter

than these that would go through Core-Layer platform nodes. Therefore Edge-Layer

platform nodes are more likely to be selected. In Figure 5.5, we can see that transactions

are more evenly distributed across the network. In Medium(8,16,32), there are 4 groups of

horizontally connected Edge nodes. In the pathfinding stage, in order to shorten the path

length, Core nodes are more likely selected. Therefore, more transactions are forwarded by

Core nodes than before. However, as the Edge-Layer groups grow in number, the situation

changes.

In Large(8,84,168), the number of Edge-Layer groups continues to grow and Figure 5.6

shows the result. We find that most of the transactions are forwarded by Core nodes. Since

Edge-Layer groups expand horizontally, going through Edge-Layer nodes will cause the

path length to increase significantly. Therefore, more and more transactions will choose to

go through Core-Layer nodes to shorten the path length. This will cause congestion in the

Core-Layer nodes and exhaustion of the corresponding channel balances. Increasing the

number of groups in the Core-Layer is a possible solution to balance the load. Therefore, we

do a fourth experiment and setup a LargeHighCore(40,84,168) topology. Figure 5.7 shows

the result of LargeHighCore(40,84,168) with 10 groups of Core-Layer platform nodes.

The traffic patterns from customers to merchants are the same as those we used in

Large(8,84,168). Transactions are more evenly distributed to Core and Edge platform nodes

in Figure 5.7. From 4.2.4, if paths have the same length, the one with the larger channel
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Figure 5.7: The number of transactions forwarded of each platform node in
LargeHighCore(40,84,168)

balance is selected. Therefore, traffic is distributed more evenly to each Core node.

We set up four topologies and analyse the traffic passing through Core-Layer and

Edge-Layer platform nodes from a given traffic set this part. We find that when Edge-

Layer has slightly more groups than Core-Layer, choosing Edge-Layer platform nodes or

Core-Layer platform nodes as intermediate nodes does not cause a significant change in

path length. The traffic passing through these nodes are also nearly evenly distributed.

However, when the number of groups of Edge-Layer nodes is much more than that of

Core-Layer, the choice of Edge-Layer platform nodes for most nodes will increase the path

length. Therefore, the customer may prefer to choose the shortest path which passes

through Core-Layer platform nodes. As the number of transactions increases, this causes

most of the transactions to be forwarded through the Core-Layer platform nodes. At this

time, appropriately increasing the number of groups of Core-Layer platform nodes will

help alleviate the issues of transaction concentration.

Transaction fees to Path Length

Figure 5.8 shows that the path lengths of K-routing and Dijkstra are basically the

same, although they mostly use different paths to send a transaction. We find that the

K-routing algorithm can find paths as short as Dijkstra but does this in less time.

We conclude from experiment 1 that K-routing has the potential to be applied to large-

scale networks. As the search space expands, the path length does not change significantly.

The time cost to find this path is significantly lower than with the Dijkstra algorithm.
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Figure 5.8: Path Length from selected customers to selected merchant

5.3 Experiment Two - Topology

5.3.1 Evaluation Metrics

We find that the K-routing algorithm can find paths as short as Dijkstra, the shortest path

between any two nodes. As the network scale expands, the number of hops to reach the

most distant merchant under the shortest path is a problem that needs to be discussed.

If the number of hops to the merchant increases significantly with the expansion of the

network scale, it will lead to time delays across the entire system and an increase in

transaction fees. This experiment also analyses the topology availability in the face of

partial network failure.

The evaluation metrics we use are as follows.

1) Path length limitation. This refers to the number of hops to reach the most distant

merchant under the shortest path. It compares the production unstructured Lightning

topology with our structured topology.

2) Average path length. This refers to the average path length from all customers to

merchants in the network. The formula is

PL(C1M1) + PL(C1M2) + · · ·+ PL(CnMk)

n× k
(5.2)

PL(C1M1) is the path length from Customer1 to Merchant 1. n is the number of cus-
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tomers. k is the number of merchants. This metric increases if a longer path is chosen

due to a failed node. We examine how this metric changes in the face of partial failure of

network.

5.3.2 Experiment Results and Discussion

Path length limitation

We can find from Figure 5.8 in section 5.2.3, when all nodes are responsive and have

enough channel balance, the path length from a customer to the most distant merchant

is 6 hops. We also look at as how far a node is from the node most distant from it in the

graph with the shortest paths in the production Lightning Network in the time period of

February 2018 to May 2022. Figure 5.9 [93] shows this value over time.

Figure 5.9: The Maximum Number of Hops to Reach Another Node in the Unstructured
Lightning Network

There are several metrics in Figure 5.9, including average path length(red line), max-

imum path length(blue line), minimum path length(grey line). From February 2018 [93],

as the lightning network size and the number of participants expand, the path length of a

node to its most distant node grows from 6 to 13 hops. For an e-commerce network, such

a long path will result in much overhead, including transaction fees that users need to pay

and transaction delays.

Our proposed topology divides platform nodes into two levels. The levels each expand

horizontally. Unlike the unstructured Lightning Network, whose path length increases as

the network expands, our topology can increase the network scale without increasing the

path length. This decreases transaction delay and transaction fees paid to intermediate

nodes.

Average path length

In this experiment, we take Core-Layer platform nodes in our test network offline one

by one. There is no simple command in the c-lightning network that will tell us the

average path length, but 1 msatoshi represents one intermediate node in our assumption.
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Therefore, the transaction fees we calculate indirectly indicate the path length. Figure 5.10

to Figure 5.13 shows how the average path length from customers to merchants changes

as we progressively take more Core-Layer platform nodes offline.

Figure 5.10: Small(8,8,16) - Average Path Length after Offline Core-1, Core-2, . . . ., Core-8
One by One

In Figure 5.10, we see that the unavailability of the initial Core-Layer platform nodes

does not significantly affect the average path length of the entire network, although it will

increase the load on the remaining nodes. The average path length increases abruptly

only when all Core nodes are unavailable.

Figure 5.11: Medium(8,16,32) - Average Path Length after Offline Core-1, Core-2, . . . .,
Core-8 One by One

In Figure 5.11, as the number of Edge-Layer nodes increases, when offline Core-5 nodes,

the average path length slightly increases. It does not increase significantly until the last
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node goes offline.

Figure 5.12: Large(8,84,168) - Average Path Length after Offline Core-1, Core-2, . . . ., Core-
8 One by One

Figure 5.13: LargeHighCore(40,84,168) - Average Path Length after Offline Core-1, Core-2,
. . . ., Core-40 One by One

In Figure 5.12 and 5.13, only when the last group of Core-Layer nodes offline, the

average path increases. Compared with Figure 5.12, there are more groups of Core-Layer

nodes in Figure 5.13. We find that our topology can handle node failure well. At the same

time, multiple Core groups can improve the fault tolerance of the network.

In this experiment, we prove that our structured Lightning Network topology can

shorten the path length compared with the unstructured Lightning Network topology. In

addition, the failure of a small number of Core-Layer platform nodes will not affect the

availability of the whole system.
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5.4 Implementing an Amazon-Scale Network

Amazon’s online shopping system can support hundreds of millions of users’ purchase

operations. Whether our proposed system can achieve this level of performance will be an

essential criterion to measure whether the system can be applied in practical scenarios. In

this section, we will discuss what an Amazon-scale network based on payment channels

would look like.

5.4.1 Network Size Topology

Amazon has about 300 million customers and 2.5 million merchants. In section 4.1, we

calculated that if the number of platform nodes in each Edge-Layer group is 4 and when the

number of channels of a node can support is 1,800, about 168,498 Edge-Layer platform

nodes are required to support an Amazon-scale e-commerce network and the optimal

number of platform nodes in each Core-Layer group is 99 .

5.4.2 Routing Table Size

In section 4.2.2, we described the format of the routing table. Each node maintains its

routing table, which we call k-buckets. Table 5.3 shows the routing table size of 4 different

topologies and the time cost of 100 transactions simulation.

Table 5.3: Routing Table Size and Simulation Time cost

Topology Size Role of Nodes Routing Table
Size (bytes)

Time Cost
α=3 (mil-
liseconds)

Time Cost
α=4 (mil-
liseconds)

Small(8,8,16)

Core-Layer Platform Nodes 1,210

Edge-Layer Platform Nodes 1,694 915.857 917.165

Customers/Merchants 242

Medium(8,16,32)

Core-Layer Platform Nodes 1,694

Edge-Layer Platform Nodes 1,694 927.028 916.988

Customers/Merchants 242

Large(8,84,168)

Core-Layer Platform Nodes 5,808

Edge-Layer Platform Nodes 1,694 842.493 851.635

Customers/Merchants 242

LargeHighCore(40,84,168)

Core-Layer Platform Nodes 5,808

Edge-Layer Platform Nodes 10,890 895.105 956.278

Customers/Merchants 242

Core-Layer platform nodes keep a record of their Edge-Layer platform nodes in their

k-buckets. Edge-Layer platform nodes keep a record of their Core-Layer nodes and cus-

tomer/merchant nodes in their k-buckets. Customers or merchants only record the data
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of the Edge-Layer nodes they directly have payment channels with. So, the routing table

size is the same during the route discovery process if there is no node failure. The client

only needs to confirm there is no node closer to the target than the previous one in a time

period. It does not need to wait for all α queries to return responses which avoids latency

caused by single node failure. Therefore, the time cost does not change significantly in

these four topologies when α increases.

5.4.3 Time cost to setup the network

The time cost to set up the network is another issue we need to consider. Establishing a

large scale layer2-based e-commerce network means a great amount of on-chain transac-

tions will be generated on the blockchain network to open payment channels. Take the

Bitcoin blockchain as an example. A bitcoin transaction is usually 250-500 bytes. Only

about 2,000 transactions can fit within a block. The confirmation time for a block is 10

minutes. A block can only process an average of 3-4 transactions per second. Whether

an Amazon-scale layer-2 based network can be built in an acceptable time with such

processing capability needs to be proven.

Table 5.4: Proportion of e-commerce transactions in total bitcoin transactions

Topology Fundchannel

Time

Cost(minutes)

channel

count

Total Bitcoin

Transactions

Proportion

Small(8,8,16) 28.23 60 5,865 0.01023340024

Medium(8,16,32) 50.47 108 10,672 0.01011994002

Large(8,84,168) 243.61 516 50,947 0.01012817241

LargeHighCore(40,84,168) 640.66 1240 117,060 0.01059285836

We calculate the time cost to set up Small(8,8,16) topology. The time includes execution

and confirmation time to transfer funds from a bitcoin wallet to a lightning wallet, as well

as execution and confirmation time of fund channels. This comes to a total time of 28.23

minutes. In Table 5.4, the channel count is the number of channels connecting platform

nodes. The total bitcoin transactions represents the number of transactions related to the

setup that have been confirmed on the blockchain in 28.23 minutes. Proportion is the

ratio of the number of e-commerce transactions to total bitcoin transactions. The network

setup takes around 1% of the total on-chain transactions over the time period. The time



96

our experiment took to setup the largest network confirms this.

Table 5.5: The number of channels required and Time Cost under an Amazon scale network

Metrics Topology

with only one

Core-Layer

group

Add one

more Core-

Layer group

Number of Channels 3,505,490 505,490

Time cost with full lightning network resources 10 days 1.5 days

Time cost with 1% lightning network resources 1000 days 150 days

Turning to the network scale we described in section 4.1, 3,505,490 payment channels

are required to build an Amazon scale payment channel based network, including channels

between Core and Edge nodes, channels between Core nodes, channels between Edge

nodes, and channels between customers or merchants and Edge nodes. Each additional

Core-Layer group will add 505,490 on-chain transactions to generate payment channels.

Table 5.5 shows the number of channels required and the time cost to build an Amazon

size network. As we find in Table 5.4, if we limit ourselves to taking 1% of the bitcoin

processing capability, it will take about 1000 days (2.7 years). This seems a long time.

However, e-commerce networks generally introduce new capabilities from a small region

to worldwide step by step. Therefore, the time cost may be acceptable. The Layer2

network can be maintained for a long time once it is established. Moreover, a platform

node can fund multiple payment channels using a single bitcoin transaction [94]. A node

can fund over 100 payment channels in a single transaction using a technique described

in a Blockstream report from 2020 [95]. This can reduce the total number of on-chain

transactions in our network and significantly reduce time costs.

5.4.4 Funds Locked in the Network

The payment channel network requires participants to deposit initial funds in channels to

support transactions when they join the network. Figure 5.14 shows the change in the

total amount of bitcoins locked in the payment channel network when each platform node

locks between 0.01BTC and 0.19BTC on each side of its payment channels. We assume the

amount deposited on each side of the channel is the same in Figure 5.9. In practice, busy

nodes would need to trade-off a high balance against the need to invoke a re-balancing

algorithm frequently.
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Figure 5.14: Total Amount of BTC Platforms Locked in the Payment Channel Network
When Initial Deposits Locked on Each Side of a Channel Increases

In July 2022, one bitcoin has a price of approximately $24,000. This means if each

platform node holds a deposits 0.1BTC on its channel, the total amount of bitcoins locked

in the network is 701,098BTC which equals to $16.8 billion. This is a huge figure, but when

compared with Amazon’s 2021 revenue of $469 billion and their cash-on-hand of $33.36

billion [96], it is not infeasibly large. The network is likely to be rolled-out gradually and

this may make the job easier.

5.4.5 Limitations

Above this section, we discussed the simulation results of our proposed architecture.

It shows that the blockchain state-channel-based approach can be applied to mass e-

commerce. However, there are also some limitations of our design and experiments. Our

topology seeks to make a large blockchain Layer2 based network possible. But we only

prove this in very limited simulation scenarios. So we still need more realistic considera-

tions and environment deployment.

In the design, centralized elements like the k id allocator have been introduced. Users

may choose to tolerate centralized control of the network topology in return for high

performance. However, the failure and attack of the centralized controller are problems

that need to be solved as this could render the entire network unavailable. A distributed

k id allocation mechanism would be a direction for further research.

Rebalancing is a big issue that needs to be solved in the future. As we discussed in

section 5.2.2, with the expansion of the network scale, the path discovery process will be

more inclined to choose a path through Core-Layer platform nodes. This may cause the
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channel balance of the Core-Layer nodes to be quickly exhausted. This requires fast chan-

nel rebalancing. The channel balancing mechanism we proposed in Section 4.3 currently

only exists at the theoretical level, and there is no corresponding practical analysis. In

addition, in practice, there is not only one e-commerce company or platform in the net-

work. In our vision, each platform can build a topology as in Section 4.1. At this point, a

topology is a subnet. Different subnets can be connected through their Core-Layer plat-

form nodes. This can help different platforms quickly create their own sub-topology and

integrate it into the network. However, this complicates the problem of rebalancing. We

still need to take more time on the rebalancing issues.

Reviewing this chapter, we design and implement experiments involving the routing

algorithm and topology. Through the analysis of the experimental results, we conclude

that the K-routing algorithm can significantly shorten the time while finding the shortest

path. When the network scale increases, the maximum of hops does not increase. At

the same time, transactions can be distributed evenly across each platform node which

helps to avoid the trend of centralization. When nodes fail, our network maintains good

availability. The number of on-chain transactions required for building a large-scale Layer2

network is also acceptable. Our design enables network construction in a relatively short

period. Therefore, our proposed blockchain Layer2 based mass e-commerce network has

application prospects.
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Conclusion

Our primary research question is whether blockchain layer2 technology can be used for

payment in mass e-commerce. In this thesis, we describe the characteristics of current

e-commerce and the problems faced in payment. The advantages of blockchain layer2,

such as instant payment, trust without a third party, high privacy and low transaction

fees, can solve the problem of e-commerce payment very well. We then discussed the

currently proposed layer2 technologies and classified them. We find that State Channel

based approaches, with almost no transaction delay, a high level of privacy, and high

throughput, can better meet the requirements of e-commerce, which needs high transaction

frequency, small transaction amounts and involves a large number of participants. In

order to achieve the objectives in Chapter 1, we also review different kinds of topologies

and routing algorithms. Topologies based on Tree structures and routing algorithms like

Kademlia can effectively improve the reliability of the network, shorten the path length,

scale the network and reduce latency.

For a suitable topology for a mass e-commerce scenario, we propose a 3-Level topology.

Participants take on roles as the customer, platform node, or merchant. Customers send

transactions in most cases, and merchant receive payments in the Leaf-Layer. The platform

nodes are divided into Core-Layer and Edge-Layer nodes and act as intermediaries between

customers and merchants. After experimental analysis, we found that the tree-based 2-

Level-Platform topology can effectively reduce the number of payment channels, further

reducing the number of on-chain transactions. At the same time, our topology can shorten

the path length to 6 nodes to reach the most distant merchant with the shortest path.

Compared to the current production Lightning Network’s path length of 13 nodes, our

topology significantly reduces transaction latency. Moreover, even if some nodes in the

network are unavailable, the availability of the rest of the network is not affected.
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Platform nodes are maintained by e-commerce companies. We also give formulas to

calculate the number of platform nodes required for different sizes of e-commerce topology

which helps e-commerce companies to setup and maintain networks.

We propose a K-routing algorithm which is a better choice to find paths from the

source to destination nodes for mass e-commerce topology. We acquire metrics, including

transactions per second, transaction fees, path length and transaction concentration to

analyze the routing performance. We find that as the search space expands, the path length

does not change significantly. The time cost to find this path is significantly lower than

with the Dijkstra algorithm which widely implemented to production Lightning network.

The K-routing algorithm can effectively narrow the path search range and improve search

efficiency.

Whether our proposed Layer-2 based mass e-commerce network can support an Ama-

zon scale network is another issue needs to be considered. Therefore, we calculate the

platform nodes required in Core-Layer and Edge-Layer and the total number of payment

channels. It only takes about 10 days for an Amazon-scale e-commerce network to com-

plete the construction of the payment channel network if all network resources are used to

do it. Once the network is established, customers can generate hundreds of millions of in-

stant payments with tiny transaction fees. This addresses the problem of high transaction

fees in traditional e-commerce.

Our research has important implications for the e-commerce industry. E-commerce

platforms, customers and merchants can all benefit from it. E-commerce platforms can

plan network scale and allocate hardware facilities. The reduced number of payment

channels can significantly reduce the capital investment required of e-commerce compa-

nies when building their networks. The platform node group management enables the

e-commerce platform to deal with node failures and balance the network traffic efficiently.

Meanwhile, we reduce the path length and help customers save transaction fees. Mer-

chants can collect payments in real-time, improving liquidity. Our proposed blockchain

layer2 based mass e-commerce network has great application potential.
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